
Kiosk Application for Multimedia Enhancement of Public

Spaces

MAX VAN KLEEK, PAUL ROBERTSON, ROBERT LADDAGA
Massachusetts Institute of Technology

Computer Science and Artificial Intelligence Laboratory
32 Vassar Street, Cambridge, MA 02139, USA

Abstract: A prototype application for public spaces, using an interactive multimedia kiosk, is described. The
application focuses on the use of AI perception technology to support natural, and non-trained user input. This
particular kiosk configuration uses a large, projection, non-touch sensitive screen. We describe the kiosk and its
intended uses, and also present a vision-based virtual mouse interface for the kiosk. The virtual mouse utilizes a
robotic head, visual tracking of the users head and hand positions, and recognition of user hand signs to control
an intelligent kiosk. The user interface supports, among other things, smooth control of the mouse pointer and
buttons using hand signs and movements. The algorithms and architecture of real-time vision and robot controller
are described.
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1 Introduction

Passive information kiosks are a staple item in var-
ious public spaces, including town squares, national
and state parks, and universities. People sometimes
approach such kiosks individually, but often they are
approached and used collectively by an interacting
group of people. In a similar vein, recent workplace
studies have discovered that employees are spending
increasing amounts of time holding unplanned meet-
ings in public spaces, such as along corridors, or in
lounges or kitchenettes[11]. In addition to serving as
the crossroads for day-to-day activities, these spaces
harbor a relaxed social atmosphere, where people feel
naturally inclined to gather and talk casually about
anything that may be on their minds. As a result,
these spaces encourage social connections to be made,
shared interests to be discovered, and, perhaps most
importantly, collaborations to form among people who
may otherwise never have realized the opportunity to
work together. Despite the importance of such social
encounters and informal collaborations in knowledge-
driven organizations [4], these spaces still largely lack
any information infrastructure. This inspired the Ki/o
project [13] to design such an information infrastruc-
ture, which consists of an intelligent kiosk platform
and software architecture to be integrated into these
spaces.

It is very important that the intelligent kiosk sup-
port rather than suppress the kind of relaxed inter-
action we described above. For this reason it is im-
perative to develop input support that is natural for
people, and that requires little training. Such natu-

ral interaction and input modalities includes pointing
and gesturing. As an example of such a natural in-
put approach, we describe a virtual mouse input de-
vice, based on a vision system recognizing and track-
ing hand gestures. The system has been implemented
to support a kiosk open space intelligent environment.
We begin by explaining the context for our research, in
Section 2. Section 3 describes the Kiosk application.
Next we present a description of the virtual mouse,
and its motivation. Then we describe the design, im-
plementation, and operation of the virtual mouse in
Section 4.

2 Intelligent Environments

The field of Intelligent Environments is concerned with
studying how to use technological aids to improve the
experience of humans in working, living, moving and
other structured spaces. Improvement can be in pro-
ductivity, comfort, or social interaction. It is a sub-
genre of the field of ubiquitous computing.

Ubiquitous computing1 is devoted to changing
the relationship between humans and the computers
with which we interact, towards allowing computers
to become invisible and recede into the periphery of
people’s lives. In part, this task is proceeding quite
naturally with respect to computers with which we
don’t normally directly interact: those computers in
automobiles, washing machines, and watches, for ex-
ample.

Ubiquitous computing is concerned with bring-
ing the same degree of naturalness of interaction to
the personal and business computers that are currently

1The origin of the term and the concept is generally attributed to the late Mark Weiser from the Xerox Palo Alto Research Center

in the early 1990’s. The term “ubiquitous” is used interchangeably with the term “pervasive” in the research community. This paper

adopts the former term.

1



proliferating our work and play environments. As the
world has become increasingly reliant on personal com-
puters and the Internet, computers have begun to com-
plicate and dominate, rather than simplify everyday
tasks. Computer systems today demand that the user
be responsible for translating what users want to ac-
complish into a representation the systems can under-
stand. Much of the exertion required to operate com-
puters originates in having to continuously learn how
to properly perform this translation, using whatever
clues are provided by the system designers. Ubiquitous
computing reverses this process, by making computers
responsible for the translation from the physical world
into the system’s representation.

Since ubiquitous computing systems need the
ability to deduce users’ intentions, preferences, and the
state of the world, all automatically, they need to per-
ceive the physical world, interpret these observations,
make inferences, and then take appropriate action.
When these systems, capable of perception, cognition,
and action, are embodied in a physical space, they are
collectively known as Intelligent Environments.

Ubiquitous computing also proposes that compu-
tation should be available everywhere as a shared nat-
ural resource, just like the air we breathe. This no-
tion has been pursued aggressively by the massive and
influential MIT Project Oxygen [5]. Within Project
Oxygen is a wide array of subprojects that span var-
ious disciplines in computer science. The AIRE re-
search group (which includes the authors) focuses on
technologies related to building Intelligent Environ-
ments. Using its distributed agent architecture, Meta
glue [3], AIRE has built software architectures for in-
telligent environments in the forms of offices and con-
ference rooms, handheld computers, and now, kiosks
(Ki/o).

3 The Kiosk Application

Public spaces play an important role in the social and
professional interactions of people in the workspace.
As will be described in this section, today’s knowl-
edge workers are required to work closely with one
another, while facing environmental and social pres-
sures in crowded, disjointed, or physically fragmented
workspaces. Intelligent Environments that occupy
public spaces, such as Ki/o Kiosks, seek to alleviate
some of these pressures while promoting a sense of
community.

3.1 Motivations for Kiosks as IEs

In 1959, economist Peter Drucker predicted that the
knowledge worker, a new class of skilled worker whose
job is exclusively to create, manipulate, and dissemi-
nate information, would become a dominant figure in

the work force of the United States by the end of the
century [6]. The rise of the knowledge worker, he pre-
dicted, would spur radical social transformations by
creating an upheaval of the existing skill sets, levels of
education, and domains of specialization required for
specific jobs. Drucker speculated that this rise of the
knowledge worker would promote new types of teams
. . . teams that were small, self organized, dynamic,
and short termed, and which crossed traditional orga-
nizational boundaries. Realizing that the knowledge
workers’ ability to think creatively and communicate
with others is becoming a crucial determining factor
towards a company’s ability to be innovative, agile
and successful, management in some companies have
started to dissolve both physical and organizational
barriers between employees [9].

The Steelcase Workplace Index Survey, entitled
“Employees On the Move”, conducted by Opinion Re-
search Corporation (ORC) in May 2002 studied 977
office workers in a variety of settings in order to de-
termine what workplace offerings enhance the quality
of people’s lives the most. The findings were unex-
pected, particularly for Steelcase, a company specializ-
ing in the design of ergonomic desks and chairs for the
workplace. Figures published by the study indicate
that, on average, less than half of the participants’
workweek was spent sitting at their desks. Instead,
the remainder of the time was spent at meetings away
from their desks, holding impromptu meetings “in sec-
ondary spaces, such as hallways, enclaves, and at water
coolers”[11].

Further evidence supporting the transition from
formal meetings to informal gatherings was revealed by
a study for the iLAND project led by Norbert Streitz of
the German National Research Center for Science and
Technology (GMD)[12]. Ki/o was designed primarily
to capture these spontaneous meetings, enabling one
to log everything that is discussed to make it conve-
nient for later access and retrieval.

3.2 Perception

A significant set of challenges for intelligent environ-
ments in general, and for Ki/o in particular, involves
accurately sensing and interpreting the state of users
and the physical world. Perception is a crucial compo-
nent of IEs and has the greatest potential to improve
the overall user experience by enabling the systems to
observe its users, and to deduce user intentions and de-
sires automatically. This frees users from potentially
having to explicitly input this information when it is
needed. Perceptual data can be used to trigger auto-
matic, reactive behaviors, or tailor and expedite inter-
actions with the UI, such as by predicting what the
user might do next. This can be compared to granting
IEs the ability to sense and “do what’s right,”, as well
as to “read” their users’ body language.



Research in methods underlying perceptual sys-
tems falls within the very active domains of machine
vision, sound processing, and sensory fusion. Unfortu-
nately, even the most current techniques in these do-
mains today run into difficulties with general purpose
spaces such as meeting rooms and classrooms. These
spaces accommodate groups of dramatically varying
sizes, and within them, people can move about freely,
and assume various postures while doing any number
of various activities. As a result, the task of accurately
locating people within the space, and disambiguating
their mutual auditory and visual signals for the pur-
pose of deter mining contextual clues has remained
inherently challenging.

Fortunately, kiosks feature constraints that help
to reduce some of these perceptual challenges. These
constraints arise from kiosks’ small, fixed interaction
volume, which consists of the physical region in which
users must stand in order to interact with it. This is
typically a function of the size of the kiosk’s display,
and mode of user interaction; kiosks typically require
users to stand in proximity to interact with them, and
have relatively small displays. Therefore, cameras and
other sensors can be focused and optimized for users
standing within this volume. A related feature is the
maximum number of simultaneous users of a kiosk;
the interaction volume limits the practical number of
simultaneous users to two or three, thereby simplifying
disambiguation.

3.3 Kiosk Prototypes

The primary prototype test bed for the Intelligent En-
vironment architecture is embodied in a conference
room known as The Intelligent Room [2]. A large
number of projects have come out of work in the Intel-
ligent Room, including Metaglue itself, the Metaglue
resource manager, RASCAL [7], and a framework for
specifying layered, reactive behaviors, ReBA [8]. To
date, prototype IEs have been developed primarily for
such spaces as conference rooms, classrooms, and of-
fices. The Ki/o Kiosk Platform extends this notion by
designing IEs specifically for informal public spaces,
such as hallways, lounges, break rooms, and elevator
lobbies. The ultimate vision of ubiquitous comput-
ing is that Intelligent Environments will pervade all
physical spaces, thereby enabling access to digital in-
formation anywhere and at any time.

Three Kiosk prototypes were designed, for four
separate environments. These were the lobby pro-
totype [13], the hallway prototype, and the lounge
prototype. They each have different requirements in
terms of number of simultaneous viewers, collabora-
tion requirements, proximity of interactors, etc. Con-
sequently, the hardware to implement them is some-
what different in each case. The one we address in this
paper is the lounge prototype.

This Ki/o installation differs from the lobby pro-
totype in several significant ways. First, users will
most likely be interacting with it in a group. There-
fore, interaction sessions with this kiosk are likely to
span a longer time, and involve more people simulta-
neously than the lobby prototype. At the same time,
since this lounge is not within a primary circulation
route of the building, it will likely receive less visitor
traffic than the lobby. Finally, because of the large (60
inch), non-tactile display, interaction must be done at
a distance instead of directly through a touchscreen
tactile input.

Figure 1: The Kiosk

Testing the first k:i/o prototype (the lobby ver-
sion) which consisted of twin wall-mounted touch-
screen 17” LCD displays quickly led us to the con-
clusion that a larger display area was desirable for the
lounge prototype. For text to be readable from more
than a few meters, a single textual item had to be
maximized and made to occupy the entire 17” display
surface. As a result, when users were not immediately
in front of the display, any item with more text than
an average sentence had to be broken up into multiple
items, and each textual item had to be displayed seri-
ally in succession. This makes use of the screen resem-
ble a ticker-window, and severely limits the amount of
information a user can see at one time.

To address these new demands, a projector and
screen were chosen as the primary display medium and
surface for the lounge. As visible in Figure 1, the large
projection area should allow all users to be able to see
and read text on the display effectively.

With a larger display, multiple items could be
presented tiled in a billboard or collage fashion, while
still maintaining readability at a distance. Therefore,
for the kiosk prototype, (”K9”), a large, 4 by 3 foot



rear–projection display was selected, and embedded in
a wall within our laboratory. The display screen cho-
sen was a plate of Plexiglas with a Polacoat diffusion
coating manufactured by DaLite Inc. This surface was
lit using a Sanyo PLCXU–38, 2000 lumens projector
equipped with short-throw lens mounted to the ceiling
in a room behind the wall. This special wide-angle lens
allowed the projector to cast an image that is the full
size of the display within 5 feet of the surface itself.
The rear–projection kiosk is shown in Figure 1.

4 The virtual Mouse

The greatest challenge with this new display configura-
tion was the means of user interaction. Touch–screens
of the size are difficult to manufacture and obtain, and
users could potentially have a difficult time reaching
parts of such a display if it were made touch–screen.
One common solution to this sort of problem is to use
a laser pointer. This solution has a number of draw-
backs, the most obvious of which is that it requires
an additional piece of hardware that is unwieldy if at-
tached (by say a cord) to the kiosk, and far to portable
if it isn’t attached. A more subtle problem is that
tracking a laser dot on a screen is itself a non-trivial
task, and the red dot is a visible feedback signal to the
user of what is being pointed at. If for example, an
arrow cursor is used to indicate the pointer position,
any discrepancy between the arrow and red dot will
be disconcerting to the user.

Figure 2: The Hand Signs

Our solution was to develop a virtual mouse, that
enables users to control the kiosk with hand signs and
movements. The kiosk has a standard visual user in-
terface, with arrow cursor to indicate pointer move-
ment. The user walks up to the kiosk. People ap-
proaching the kiosk are tracked by a robotic head
called IGOR (Intelligent Gaze Oriented Robot) de-
scribed below. When the user makes a recognized
hand sign the kiosk allows movement of the hand to
move the mouse pointer on the kiosk display. Separate
hand signs allow for clicking of the mouse buttons for
making selections on the kiosk display.

Note that the arrow pointer is the only feedback
the user gets as to where the user is pointing. The

user can use that feedback, adjusting to imperfections
in tracking, without the distraction of a distinct and
different other signal.

4.1 The Hand Signs and Operation of

the Mouse

During training we trained the system for eight dif-
ferent hand signs. The current prototype uses two of
those signs: “thumbs up” grabs the mouse and “fist”
clicks the left mouse button. These signs are shown in
Figure 2. Other gestures such as a palm may be used
later to control scrolling of the kiosk display in future
versions.

4.2 IGOR

Figure 3: IGOR

The robotic head (Figure 3) that sits above the kiosk
display is a robotic head with two degrees of freedom.
IGOR has a microphone and speaker to communicat-
ing with the user although at present these are only
used for debugging the virtual mouse. IGOR has a
single camera that is used to track the hand signs and
movements.

Motion of the robotic head allows the hand ges-
tures to be centered within IGOR’s field of view.
Without an articulated head a wide angle camera
would be necessary and detection of the hand signs
would be difficult due to the poor resolution.

5 Virtual Mouse Implementation

IGOR is controlled by a state machine. The state ma-
chine supports light weight computations called “Ac-
tions” that occur:

1. Upon entering a state.

2. When an event occurs.



While in a state heavy-weight computations called
“components” are scheduled to be run when frames ar-
rive from the camera. ”components” raise events that
are responded to by (1) actions or (2) a state change.
The state diagram for the Virtual Mouse is described
in Section 5.2.

Schedules are precompiled for each state so that
at runtime switching schedules only involves setting a
pointer.

5.1 Detecting the signs

The hand signs are recognized by a modified boosting
algorithm similar to that used by Viola and Jones [14]
in their face recognition system. A face recognition
system based on the same technology is used to rec-
ognize users as they approach the kiosk. In a future
version identification of known users may be added so
that the kiosk can customize the display to a particular
users interests.

The system was trained by collecting thousands
of examples of the hand signs from a dozen people in
the lab. Each gesture was hand annotated to highlight
the pieces of interest. The annotations are stored as
XML files, which are read by the recognizer training
system. The annotated portions of the sign are used
to arrange all examples of sign into a canonical size
and position.

Figure 4: Sign Corpus

Figure 4 shows a subset of the corpus of thumbs
up gestures used for training after the signs have been
scaled and trimmed to the canonical shape.

Figure 5: State Diagram

The modified boosting algorithm produces a de-
cision tree that can detect all of the trained gestures.
The sign finder is applied to every position in the im-
age frame at a variety of scales in order to find the
presence of hand signs in an image.

5.2 State Machine for the Virtual

Mouse

Figure 5 shows the state diagram for the Virtual
Mouse.

The state machine starts in the “track faces”
state. In the face tracking state IGOR finds faces in
its field of view, selects one of the available faces as the
“USER” and keeps that face centered in the image.

The largest face in the image is assumed to be the
user on the grounds that it is the face that is closest
to the kiosk. Only faces that are looking at the kiosk
will be recognized as faces so in practice this heuristic
works well. By keeping the closest face centered in the
image, IGOR is ready to notice hand signs when the
user takes control of the kiosk by making one of the
recognized signs.

Briefly the heavy-weight processing performed in
the “track faces” state is:

1. MakeIntegralImages: A preprocessing step in
which the image is converted into a form that
permits multi-scale operations to be computed
efficiently ( [14]).

2. ComputeAverageBrightness: Computes the av-
erage brightness of the image. If there is insuffi-
cient light to reliably process the image an event



is generated to avoid false tracking and recogni-
tion events in darkness.

3. DetectChanges: Finds changes between frames
so that a moving person can be identified before
a face is recognizable.

4. FindFaces: Runs the face finding algorithm that
can find upright full frontal face views in the im-
age at a range of scales. this process produces a
list of all faces in the image (referred to as points
of interest) along with their size and position in
the image.

5. FindGestures: Similar to FindFaces, FindGes-
tures finds all instances of hand signs in the im-
age at a range of scales and returns a list of points
of interest along with their positions in the im-
age.

In the face finding state the closest head is kept
in the center of the image by moving IGOR’s head.

Once a hand sign has been identified in the im-
age the Virtual Mouse first of all switches into the
“center hand” state in which the hand sign is cen-
tered in the image by moving the IGOR head and then
switches into the “Gesture Tracking” state. No im-
age processing is performed during the “center hand”
state because IGOR’s head is in motion and IGOR
is blind during head motion. Once in the “Gesture
Tracking” state IGOR begins tracking the hand mo-
tion within the image. during motion tracking IGOR
makes no head movements because moving the IGOR
head results in brief blindness which would interfere
with smooth tracking of the motion. By centering the
hand in the frame before entering the “Gesture Track-
ing” state IGOR ensures that the hand has the maxi-
mum amount of travel possible within the frame.

The Gesture Tracking state supports the follow-
ing events:

1. Entry Event: Grab the mouse pointer, record the
mouse pointer position, select the gesture box
(explained below).

2. Click Gesture: When the “fist” gesture is recog-
nized the kiosk mouse left button is clicked.

3. Motion in gesture box: Move the mouse.

4. Gesture found: Reset the recorded position of
the mouse pointer, reselect the gesture box.

In this state faces are not tracked but gestures
continue to be tracked. In addition motion is tracked
by an optical flow computation that is described be-
low.

5.3 Gesture Tracking

Our initial attempt at providing mouse movement
was to track the recognition of the hand signs and
each time a new location for the hand sign was de-
tected update the position of the mouse on the kiosk
display. Unfortunately this resulted in unacceptably
jerky movement of the mouse. this was caused by two
factors:

1. During motion the sign was not always detected
because of blurring in the image. This resulted
in the sign being occasionally recognized and the
mouse therefore being moved in jumps rather
than smoothly.

2. The recognizer finds the bounding box for the
gesture and takes the center point of the bound-
ing box as the position of the sign. As the hand
moves the shape of the bounding box changes
and this gives rise to erratic position estimates
that are unpleasing to the user.

We overcame the above problems by separating
the motion of the kiosk mouse pointer from the recog-
nition of the sign.

The current algorithm achieves smooth mouse
movement by using two algorithms:

1. Optical Flow in a Region: The optical flow in the
region that contains the hand sign is computed
on each frame. This provides a very smooth es-
timate of movement of the sign.

2. Kalman Filter: The motion estimated by the op-
tical flow algorithm is fed into a Kalman Filter [1]
that additionally smoothes the trajectory of the
mouse pointer.

The combination of the above two algorithms pro-
vides a very smooth and usable mouse movement on
the kiosk.

Upon entry to the “Gesture Tracking” state a re-
gion is computed that is slightly larger than the bound-
ing box of the hand sign (see Figure 6 which shows the
bounding box and an outer box used for calculating the
optical flow.

The optical flow is computed for the entire opti-
cal flow region and the average flow within the region
is passed into the Kalman filter. whenever a hand sign
is recognized the position if the gesture box is updated
but recognition of a hind sign never moves the mouse
pointer–only optical flow results in mouse movement.



Figure 6: Tracking

When a frame comes in, the scheduler selects on a
round robin bases which processes to run. This allows
us to engineer the priorities of the image processing
modules so that all computation can be achieved in
real-time. In the face tracking state the face recogni-
tion is a higher priority than the sign recognition. In
the sign tracking state the optical flow is given the
higher priority. In this way good responsiveness is
achieved in both user tracking and gesture tracking.

A more complete description of the real time ges-
ture tracking vision system is in [10].

6 Conclusions and Further Work

The K9 Lounge Kiosk is still undergoing testing and
user acceptance trials. However, we can already see
that avoiding duplicate and disparate position feed-
back is helpful to users. Users so far have shown signif-
icant ability to quickly compensate for imperfections
in tracking.

Further user studies of the forms of interaction
with the Kiosk, and among kiosk users, are planned.
We are interested in investigating the interaction be-
tween the virtual mouse control system and speech
recognition systems.

The visual tracking application has been an inter-
esting challenge. Optical flow allows smooth tracking
of the hand gestures. It is robust because no recogni-
tion is required to achieve mouse motion, and it also
provides smooth motion estimates. Future work in-
cludes more rigorous testing of the interface, improve-
ment of the vision algorithms, and including a learn-
ing component, to dynamically learn to track gesture
movements better for each recognized individual.
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