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Abstract: - All-optical networks with wavelength division multiplexing and wavelength-routing offer an 
excellent application environment for multicast applications such as video-conferencing, high-definition TV 
(HTDV), distributed simulation and content distribution in mirror sites and in Storage Area Networks, that 
can operate entirely in the optical domain. Accordingly, native multicast support in next generation all-
optical networks is an extremely challenging topic. In this paper we focus on the efficient construction of 
light-forests under optical-layer power budget and wavelength continuity constraints. We introduced a novel 
heuristic to improve network utilization in multicast RWA, aiming at addressing the problem of reducing 
blocking probability for multicast group when building multiple light-trees in a light-forest. In brief, we ex-
tended to the multicast environment the idea of minimum interference, well known in bandwidth routing 
research and avoided any links if they minimize the maximum flow available for future groups. We also 
studied the performance of the proposed heuristic by conducting simulation experiments which demonstrated 
its efficiency. 
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1    Introduction 
As the internet traffic demand continues to increase 
exponentially, wavelength division multiplexing 
(WDM), providing terabits per second bandwidth 
per fiber by multiplexing many different wave-
length signals onto a single optical strand, becomes 
the natural choice for the backbone technology in 
the next generation Internet. The wavelength rout-
ing technology is considered extremely promising 
for the realization of networks that will have to 
handle a huge IP data traffic, including both unicast 
and multicast. Particularly, since IP multicast is 
increasingly popular and strategic on the Internet, 
because it is the only efficient and scalable way to 
provide one-to-many or many-to-many communica-
tions, issues concerning its support over next-
generation wavelength routed networks become an 
important and yet challenging topic. 
In such networks routing unicast connections re-
quires determining a path, often referred as light-
path, from the source of the optical signal to its 
destination, which may span a number of fiber 
links. In addition to determining the route for a 
connection, a wavelength must be assigned to that 
connection such that all other connections which 

share some fiber link with this route are assigned 
different wavelengths. If no wavelength converters 
are used, a lightpath will be realized with the same 
wavelength on each hop, according to the wave-
length continuity constraint. On the other side, 
when using converters, that are known to be expen-
sive and often poor in performance and error prone, 
a lightpath may be created by using a different 
wavelength on each hop where such a device is 
available. 
Similarly, whilst optical unicast connections carried 
on lightpaths are point-to-point connections and 
since routing a multicast connection requires the 
discovery of a tree rooted at the source which spans 
all destinations, multicast in the optical domain, 
requires point-to-multipoint non looping wave-
length connections which may only be described by  
trees, rooted at the source node, often referred as 
light-trees, that generalize the concept of lightpath 
[1]. The light-tree, like a lightpath, is a clear chan-
nel originating at a given source node and imple-
mented, in presence of the wavelength continuity 
constraint, with a single wavelength, but, unlike a 
lightpath, it may have, as a point-to-multipoint 
channel, multiple destination nodes. 



Native multicast is supported at the optical layer by 
letting WDM switches or OXCs make copies of 
data packets in the optical domain via light splitting. 
In detail, to provide point-to-multipoint connec-
tions, each intermediate node that has more than 
one child in a light-tree must be equipped with an 
optical power splitter dividing the power of the 
input signal into more than one output signal; thus 
reducing the input signals power by a factor propor-
tional to the number of outputs. This scheme is de-
sirable since only one laser is needed for transmis-
sion and links can be shared in the tree structure. On 
the other hand, an optical signal must have a mini-
mum amount of power in order to be dropped-off at 
a destination or passed to the next downstream 
node. Therefore, due to this split loss, it is not pos-
sible to drop off data at an arbitrary number of des-
tinations in a single light-tree. This is commonly 
known as the optical power budget constraint. 
Clearly, each optical network node must have, to be 
multicast capable, enough light splitting capability, 
and lightpaths have to be split if needed, even when 
the paths to different nodes do not diverge, i.e. it is 
possible to have multiple multicast tree branches on 
the same link. 
Although the problem of establishing a light-tree 
that spans a given source and a set of destination 
nodes bears some similarities to the well known 
Steiner tree problem, the nature of optical multicast 
introduces several new issues and complexities. 
Splitting an optical signal introduces losses, a prob-
lem not encountered in electronic packet- or circuit-
switched networks, and thus, not addressed by ex-
isting routing tree algorithms. Even in the presence 
of optical amplifiers, this signal loss imposes a hard 
upper bound on the number of times a signal can be 
split, as well as on the number of hops that the sig-
nal can travel after every split operation. 
In the absence of wavelength conversion in the net-
work (or even in networks with limited or sparse 
conversion capability), multicast routing is tightly 
coupled to wavelength allocation, an issue that does 
not arise in electronic networks. Also, optical net-
works may have only a sparse multicast switching 
capability; i.e., only a subset of the optical switch-
ing devices may be multicast capable. When only a 
few multicast capable switching nodes are present 
in the network, a feasible multicast tree may not 
exist, and therefore the heuristics for degree-
constrained multicast are not applicable at all. 

Finally, the capacity planning problems related to 
placing multicast capable optical switching devices 
in the network [2] and multicast routing strongly 
depend on each other. Several recent research ef-
forts have aimed at addressing some of the prob-
lems associated with optical multicast and light-tree 
establishment, including studies of wavelength as-
signment in the presence of multicast [3][4] and 
multicast routing algorithms for networks with a 
sparse light splitting capability [5][6]. To deal with 
the fact that a feasible multicast tree may not exist 
for a given source and destination set, the concept 
of a light-forest has been proposed [5]. In general, 
all the multicast routing algorithms for optical net-
works assume unlimited fanout capacity at multicast 
capable nodes, and each tree of a given light-forest 
must be assigned a different wavelength.  
In this paper we focused on the efficient construc-
tion of light-forests under optical-layer power 
budget and wavelength continuity constraints. We 
investigated the idea of using the minimum maxi-
mum flow between some subset of the possible 
source nodes and destinations nodes as the quantity 
to maximize, in order to get a routing and wave-
length assignment paradigm that preserves as much 
connectivity as possible. This will, in turn, reduce 
the blocking probability of future requests. The 
idea, initially proposed by Kodialam and Lakshman 
with the Minimum Interference Routing Algorithm, 
is well known in the context of bandwidth routing, 
and we transposed it into the context of optical mul-
ticast by introducing a novel heuristic that seems to 
be effective in improving network utilization and 
reducing blocking probability for multicast groups. 
We studied the performance of the proposed heuris-
tic by conducting simulation experiments which 
demonstrated its efficiency. 

2    Related work 
There has been much study focusing on the optimal 
RWA for a multicasting request, possibly under 
various constraints such as sparse light splitting and 
limited light power. Libeskind-Hadas [7] used a k-
drop multi-tree model to take power budget con-
straints into account. Under that model, at most a 
pre-specified number k of destination nodes can 
receive data in each light-tree, so the problem be-
comes that of finding a minimal-cost set of light-
trees spanning the set of destination nodes. Wave-
length assignment must guarantee that distinct 



wavelengths are used for two light-trees sharing a 
common link. In [8], a greedy algorithm is used, to 
find a light-forest, such that each light-tree uses the 
same wavelength and the total cost in minimized. 
Zhang et al. proposed in [5] four algorithms to con-
struct a source-based multicast light-forest consist-
ing of one or more multicast trees. The objectives of 
the algorithms include minimizing the number of 
wavelengths and the number of hops from the 
source to each destination. He et al. [9] classify 
multicast groups by assigning weights to them, and 
use that extra information in a RWA heuristic that 
aims to minimize the weighted overall blocking 
rate. 
Many multicast tree formation algorithms, which 
construct a source-based tree given the full knowl-
edge of network topology and multicast session 
membership, have been proposed and their per-
formance evaluated in the literature (see, e.g., [10] 
for a survey). These heuristic algorithms can 
roughly be classified into three categories. The first 
one contains algorithms based on the shortest path 
heuristic (SPH) which initializes the Steiner tree to 
the shortest path from the source to an arbitrary 
multicast member the cost of the path from a multi-
cast source to each of the members. Then, new 
members are repeatedly added by selecting the 
shortest path between the member to the current 
partial tree, until all members have joined the tree. 
The effect on the final tree quality of ordering 
strategies that drive the member inclusion process, 
such as including the members in the order deter-
mined by their distance to the multicast tree instead 
of random inclusion, or growing the Steiner tree 
from the destinations instead of from the source, has 
also been investigated. 
The second one contains algorithms based on the 
minimum Steiner tree, which attempt to minimize 
the total cost of a multicast tree, by using a graph 
with as many vertices as they are involved in the 
multicast group. This is achieved by constructing a 
closure graph of the multicast nodes from the origi-
nal graph, using the cost of the shortest path be-
tween each pair of members. Polynomial-time algo-
rithms give the minimum spanning tree of the clo-
sure graph. To obtain the multicast tree, the shortest 
paths in the original graph are used to replace the 
edges of the minimum spanning tree, and cycles are 
removed. The last category embraces simulated 
annealing, genetic algorithms, and Tabu search, that 
have been investigated to solve the Steiner tree 

problem and have been shown to perform well on 
average. 

3    Problem statement 
The generic multicast delivery problem in commu-
nication networks is described by the Steiner Tree 
Problem, defined as follows. Given a graph G(V,E) 
where V is the set of vertices and E the set of edges; 
a cost function   applied to each edge of 
E; and a set of nodes ; find a sub-tree 
T = (V[T], E[T]) spanning N and such that its cost 
c(T) (defined as the sum of individual edge cost c(e) 
for all the edges 

+ℜ→Ec :
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][TEe∈ ) is minimized. The 
Steiner Tree problem, also if not restricted to the 
optical domain, is NP-Complete [1] and hence, even 
if a method to optimize the multicast tree topology 
of an optical network exists in theory, in practice it 
is not possible to analytically solve this optimiza-
tion problem and a heuristic approach is required to 
setup multicast trees in an efficient way. 
For instance, in packet-based multicast networks, 
shortest-path trees are computed in order to imple-
ment a fully distributed on-line computation of the 
multicast-tree. On the other side, before a multicast 
packet belonging to a specific traffic flow has to be 
forwarded in an all-optical wavelength routed net-
work it has to be assigned a wavelength and hence 
routed on a lightpath. Since there are many wave-
lengths on each outgoing fiber, scheduling has to be 
performed to find out which wavelength is available 
at what time. If no wavelength is available at the 
time the packet should be forwarded, it has to be 
either buffered for transmission at a later time 
(maybe on a different wavelength) or dropped.  
The problem of optimally assigning wavelengths 
and routes for a set of connections is referred to as 
Routing and Wavelength Assignment (RWA) and is 
known to be NP-complete even in trivial network 
topologies. That’s worse, in WDM networks, opti-
cal buffer space is very limited or absent at all, 
while current IP multicast routing protocols are 
designed under the assumption that buffer space is 
unlimited (or very large). Buffer space limitation 
has a significant impact on the blocking/dropping 
probability. For multicast traffic, the buffer space 
limitation may also affect multicast routing. Partial 
failure will occur in case of congestion on any sub-
set of downstream interfaces. How to deal with 
congestion (e.g. by rerouting around some con-
gested branches or by using intelligent multicast 



routing algorithm to balance the traffic load on each 
link) is a challenging issue. Hereafter, we will focus 
on the routing problem when supporting IP multi-
cast at the WDM layer assuming that only a subset 
of switches is multicast capable. 
If the traffic patterns in the network are reasonably 
well known in advance and any traffic variations 
take place over long timescales, the most effective 
technique for establishing optical connections 
(lightpaths or light-trees) is by solving a static mul-
ticast RWA (MC-RWA) problem. Since these con-
nections are assumed to remain in place for rela-
tively long periods of time, it is worthwhile to op-
timize the way in which network resources (e.g., 
physical links and wavelengths) are assigned to 
each connection, even though optimization may 
require considerable computational effort. 
Typically, routing and wavelength assignment are 
considered together as an optimization problem 
using integer programming formulations. An in-
stance of the static MC-RWA problem with the 
objective of minimizing the number of wavelengths 
was considered in [3], and a set of heuristics was 
presented. The dynamic MC-RWA problem is en-
countered during the real-time network operation 
phase, and involves the dynamic provisioning of 
light-trees or light-forests. Specifically, users sub-
mit to the network, in some random fashion, re-
quests for light-trees to be set up as needed. De-
pending on the state of the network at the time of 
the request, the available resources may or may not 
be sufficient to establish a light-tree that spans the 
requested source node and destination set. The net-
work state consists of the physical route and wave-
length assignment for all active light-trees, and it 
evolves randomly in time as new light-trees are 
admitted and existing ones released. Thus, each 
time a request is made, the network must determine 
whether it is feasible to accommodate the request, 
and if so, to perform routing and wavelength as-
signment. If a request for a light-tree cannot be ac-
cepted due to lack of resources, it is blocked. Be-
cause of the real-time nature of the problem, MC-
RWA algorithms in a dynamic traffic environment 
must be simple and fast. 
Since combined routing and wavelength assignment 
is a hard problem, a typical approach to designing 
efficient algorithms is to decouple the problem into 
two separate subproblems: the light-tree routing 
problem and the wavelength assignment problem. 
This approach has been taken in [4][11][12] to 

study the blocking performance of optical networks 
with dynamic multicast traffic. All three studies 
decouple the routing and wavelength assignment 
problems, and consider alternate routing strategies, 
whereby a number of trees may be used for each 
multicast connection. When a request for a connec-
tion arrives, the associated trees are considered in 
some order, and the connection is blocked if no free 
wavelength is found in any of the trees. The study 
in [4] considered the first-fit wavelength allocation 
policy, in which for each tree, wavelengths are also 
considered in a fixed order. In [12], on the other 
hand, the random wavelength assignment was stud-
ied; in addition, multiple classes of requests were 
considered. A different approach was taken in [11], 
where an iterative approximation algorithm was 
developed for completely connected networks under 
random wavelength assignment. Since, in general, 
network topologies are not completely connected, 
the results of [11] can be used as lower bounds for 
more general topologies. All these inherent com-
plexities and constraints make the construction of 
efficient WDM multicast trees somewhat difficult 
and may possibly lead to trees that are different 
from their corresponding ones in the IP layer. 

4    System model 
The WDM network is modeled as an undirected 
graph G = (V,E), where V is the set of nodes with 
|V| = N and E is the set of links. The nodes are la-
beled v1,v2, … ,vN. All of the nodes have light-
splitting capability. The set of wavelengths avail-
able on each link is L = {λ1,λ2, . . . ,λW}, where W is 
the total number of wavelengths. There is no wave-
length conversion capability at the network nodes, 
and hence the wavelength continuity must be met. 
There are M multicast groups. Each multicast group 
is represented as gi = (si,Di), where Vsi ∈ is the 
source node and { }ii sVD −⊆  is the set of destina-
tion nodes of the multicast group i. In the scenario 
we are considering, group requests arrive one at a 
time. 
The RWA problem is to determine the route and 
wavelength assignment for each group such that the 
overall blocking rate can be minimized given the 
group distributions gi = (si,Di), i = 1, … ,M. The 
light-forest for gi, Fi(si,Di), consists of ti multicast 

trees rooted at si, Tij(si,Dij), with  and i
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∅=∩ ikij DD  if . We denote the RWA for 
group i as a collection of tuples 

jk ≠

( )ijijT λ′, , where 
 is the set of links used to serve the j-th tree 

in the forest and 
ETij ⊆

Lij ∈′λ is the wavelength used on 
these links (all these links use the same wavelength 
due to wavelength continuity). 
Because the multicast RWA problem is NP-
complete [3], we propose a heuristic to minimize 
the overall blocking rate in this section. Note that 
the aforementioned RWA problem consists of two 
basic subproblems, namely, the routing problem 
(determining Tij) and the wavelength assignment 
problem (determining λ′ij). To solve the routing 
problem, a multicast tree is built on each wave-
length graph (a subgraph of G obtained by remov-
ing the links on which the wavelength is not avail-
able) and the best one is chosen. After a group is 
served, the corresponding wavelength graph is re-
duced due to the removal of the used links. In this 
process some nodes would be disconnected in the 
wavelength graph because all the links incident on 
them have been removed. If this particular wave-
length is used to serve another group later, only a 
subset of the destination nodes can be served. In 
other words, the multicast groups served later are 
more likely to be blocked. 

5    The MaxFlow Heuristic 
We investigate in this study the idea of using the 
minimum maximum flow between some subset of 
the possible source nodes and destinations nodes as 
the quantity to maximize, in order to get an RWA 
that preserves as much connectivity as possible. 
This will, in turn, reduce the blocking probability of 
future requests. The idea is well-known in the con-
text of bandwidth routing. It was initially proposed 
by Kodialam and Lakshman [13], and was further 
developed in by Suri et al. [14]. We are unaware, 
though, of any attempts to apply it to optical multi-
casting in the presence of limited splitting capacity. 
The basic observation is that serving a multicast 
group on a light-tree can reduce the available capac-
ity for other groups. The maximum permissible 
flow to other groups is a measure of that capacity. If 
trees that decrease the possible maxflow between 
other nodes by a large amount are avoided, the crea-
tion of some bottlenecks can also be avoided. In-
stead of being single source-single sink, the max-

flow problems to be addressed in the case of optical 
multicast are single source-multiple sink. 

Function MaxFlow
BEGIN

Select virtual groups Y
DO

Compute Max Flow for gi

END
Adjust individual link weights,
according to the flows computed before.

Compute minimum-cost light-forest
END

Ygi ∈∀

 
Figure 1. The MaxFlow heuristic. 

Actually solving the maxflow problems for every 
possible multicast group is not an option, because 
the number of possible receiver subsets is exponen-
tial in the size of V. To reduce the time complexity 
of the computation, we probabilistically choose 
some multicast groups. While an a priori knowl-
edge of the entire multicast traffic is unrealistic, the 
traffic patterns can be estimated by using previous 
patterns as well as forecasts based on additional 
knowledge of the network usage. A virtual multicast 
traffic scheme, representing a realistic sample of 
future requests is thus computed, by using statistical 
information about multicast traffic offered. After 
forecasting upcoming multicast groups in the im-
mediate future, those groups that are likely to inter-
fere with the current group are selected. 

6    Simulation and results 
To facilitate performance comparison among the 
proposed light-tree construction algorithms, we 
assume each link has a sufficient number of wave-
lengths to avoid blocking. In addition, the First-Fit 
algorithm will be used (although other heuristics 
may also be used) to perform wavelength assign-
ment after the light-trees are constructed and parti-
tioned into segments. We will determine the maxi-
mum number of wavelengths needed by a given 
forest (over all the links), and then use the average 
maximum number of wavelengths needed per forest 
(over many forests and simulation runs), denoted by 
W, which represents the amount of network re-
sources required per forest, as the first performance 
metric. In wavelength-routed WDM networks, one 



wavelength channel (or a unit of bandwidth) needs 
to be reserved on each branch of a light-forest. For 
simplicity, we assume that all wavelengths are 
equally expensive (or cheap), and in addition, the 
bandwidth consumed using a wavelength on differ-
ent links is more or less the same as well. 
Accordingly, we will determine the (total) number 
of branches on a multicast forest, and then use the 
average number of branches per forest, denoted by 
B, which represents the average bandwidth con-
sumed per forest, as the second performance metric. 
Finally, for a given forest (and multicast session), 
we will determine the average number of hops from 
the multicast source to a destination (over all the 
destinations of the multicast session), and then use 
the averaged value over many forests and simula-
tion runs, denoted by H, which represents the delay, 
as the third performance metric. 

6.1    Simulation 
In the simulations the backbone of NSFnet [12] was 
chosen as the network topology. It consists of 16 
nodes representing states in the USA (Figure 2). 
The network cost of a link joining two states is the 
driving distance between them. 
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Figure 2. Simulation topology. 

The multicast groups were randomly generated, 
with two separate sets of constraints.  We expected 
the MaxFlow Heuristic it to perform poorly in the 
presence of widely different random multicast 
groups. However, we also simulated random multi-
cast connections, to evaluate the performance of the 
strategy under very difficult conditions. The first 
batch of multicast connections are generated ac-
cording to the following hypotheses: four of nodes 
act as sources; groups span from five to all the four-

teen nodes. Groups in the second pool are obtained 
by randomly picking up from the nodes in the net-
works the source node s and set D of destination 
nodes. 
The performance of the MaxFlow heuristic was 
compared against the SPT heuristic. 
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Figure 3  Blocking probability – constrained groups 

In the simulations, the number of blocked requests 
were simulated against three parameters: number of 
wavelengths, average number of multicast destina-
tions, and average number of multicast requests. 
Due to space restrictions, only the first plots are 
included. 
The blocking probabilities are plotted in Figure 3 as 
a function of the number of wavelengths per link. 
MaxFlow outperforms SPT by 20% on the average.  
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Figure 4. Blocking probabilities – random groups. 

Figure 4 shows that MaxFlow performs better than 
SPT, when the groups are completely random, 
though the savings are less significant. 



7    Conclusion and future work 
In this paper, we addressed the problem of reducing 
the blocking probability for multicast groups in a 
WDM network. We extended to the multicast envi-
ronment the idea of minimum interference, well 
known in bandwidth routing research. In short, links 
are avoided if they minimize the maximum flow 
available for future groups. We have studied the 
performance of the proposed heuristic by conduct-
ing simulation experiments. We will work on the 
improvement of the computational effort required, 
by isolating individual links that more severely 
affect the available flow between candidate groups. 
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