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Abstract: - Current location representations model only the geographical aspects of a place. While this is a necessary feature to capture, it is far from sufficient. As a result, many location-aware applications  reason about space at the level of coordinates and containment relationships, but have no means to express the semantics that define how a particular space is used. The latter is particularly important in modeling location in the pervasive computing domain. We present LAIR, an ontology that addresses this problem by modeling both the geographical and topological relationships between spaces, as well as the functional purpose of a given space.
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1 Introduction

Often times people come home after running an errand, such as buying milk at the grocery store, only to realize that they could have taken care of another errand, such as buying stamps at the post office, while they were out. These “why didn’t I think of that when I was there?” moments can be aggravating. A person could save time and avoid annoyance if he can recognize these opportunities to “kill two birds with one stone” in time to act on them. This type of situation can be generalized to situations where a lack of information, or perhaps incorrect information, leads a person to a suboptimal use of their time. Missing out on “opportunistic side acts” is one example; taking multiple subway trains to get to a destination because you didn’t know about the direct bus route is another. We are developing tools to help prevent these situations from happening. These tools would help a person make decisions regarding what to do when he is out and about by providing information relevant to his current task and to other things that are important to him. 

While we are starting with an individual’s day-to-day decisions, there are a number of other domains where the need to dynamically re-plan arises due to changes in the state of the world and/or knowledge about the world. In search-and rescue operations, weather patterns can change suddenly. In medicine, an emergency medical technician may find that a patient has multiple internal injuries and has to decide which hospital to take the patient. Another dimension to this problem is added if we consider how multiple agents should coordinate with each other when presented with these changes. Do you need to make a special trip to the post office if you know your wife will be buying milk at the nearby grocery store? How do you deploy the ships in the Coast Guard when a new SOS is issued? These problem domains share similar structure, and aspects of design solutions that would be used in a tool that assists a person in his day-to-day decision making process could also be applied to these other domains. They also provide an interesting set of applications relevant to the pervasive computing domain.

One feature that many of these applications need is a model of space that represents not only where a person is, but also what a person is near and what he can do at those nearby places. This paper describes a representation called LAIR (Location Awareness Information Representation) that addresses this need. LAIR incorporates concepts that people commonly use when thinking about space. Current representations model either the physical relationships between different spaces or the functional purpose of a given space. LAIR models both of these aspects, and we describe how this allows us to build applications that make fuller use of knowledge about a person’s current location.

In the remainder of this paper, we first discuss previous work in this domain and position our own work within it. Thereafter, we follow with a description of LAIR. Of course, with the increased interest in developing location based services, LAIR can be used for a number of applications. To demonstrate this, we also describe how LAIR was used to build the Stata Walking Guide: an application that generates walking directions that are similar to those a person would give. LAIR can be used to do more than just describe how to get from one place to another, however. As such we also discuss other applications currently under development using LAIR. We conclude with a discussion of future work and a summary.

1.1 Related Work

With the field of pervasive computing maturing, the need for a common and expressive representation for location is becoming more apparent. Both instrumented environments and location-based services running on mobile devices can better address user needs by having a means to infer how a person’s presence in a particular geographic location influences what he does at that place [5]. Research interest has already focused on such location aware applications. For example, here in our lab, the OK-Net kiosk network [6] has been deployed such that it provides users with location aware information like academic talk schedules, personnel directory information and even floor plans and directions.

However, in building location-aware applications the need for a location representation tends to be driven by the application and therefore often yields an ad-hoc model that is ideally suited for a particular application but is less useful  in a general setting. For example, different applications with similar location information requirements find difficulty in sharing knowledge. A better approach is to focus on providing a universal location representation that can be used without application bias first, and then build applications based on it. In a general sense, this is the approach taken in the Semantic Web [9]. Historically, location representations have focused on two primary approaches: geometric and symbolic[7]. Later work [8], discusses hybrid approaches using aspects of both geometric and symbolic representations.  We offer a brief overview of these approaches below:

1. Geometric Representation

Representations falling into this category are structured such that they are able to model points in geometric space. Therefore, only geometric relationships between these points can be modeled in these representations. Examples for the types of relationships that can be inferred include connectedness, containment, distances between points and relative bearing etc. Furthermore, geometric representations are based on an absolute standard or axis. As a result of the strong focus on measurements based on absolute standards, geometric representations allow for a higher level of precision. Usually, these representations are used in inferring location based on distinct types of sensory data. A common example of such a representation is the world map where the metrics used are geographical co-ordinates consisting of a longitude and latitude measurement.

2. Symbolic Representation

Symbolic representations attempt to encapsulate the semantics associated with distinct spaces and the relationships that exist between them. In these representations, locations in space are named abstractions that are not defined using geometric points, but rather are based on the characteristics of the area under consideration. Such characteristics could include architectural purpose, demographics, historical significance etc. The lack of tight binding to any particular metric makes the level of precision encapsulated in these representations to be lower than those in geometric representations. A postal address is an example of such a symbolic representation of a location which takes a hierarchical form.

3.  Hybrid Representation

This approach attempts to build cohesive models of space based on both geometric and symbolic notions. This usually involves fusing the sensory data used in geometric representations and then translating into symbolic representations which allow their own framework for inferencing.

The advent of the semantic web has led to an increased interest in defining ontologies on specific knowledge domains. This has been facilitated by tools like DAML[10] and OWL[11], which are used in such descriptions, reaching maturity as well. With its wide range of applications location representation is an area that has also seen much interest. OpenCyc[12] and OpenGIS[13] are two ontologies resulting from these efforts, that in part provide a means to describe  location. However, we believe that our own efforts are best compared to the location representation support provided in SOUPA[14] which attempted to combine many of these different ontologies to create a “best-of-breed” ontology for building pervasive computing applications. Like our own efforts, SOUPA is intended for use in the pervasive computing domain and grounded on a hybrid approach to location representation.

Unfortunately, these ontologies only capture the geographical and geopolitical aspects of a location. For example, properties such as spatial containment, distances, and geographic coordinates like latitude and longitude are represented. The canonical use of these ontologies is to make inferences based on spatial containment in order to describe the location of a person at different levels of granularity [14]. However, there aren’t any applications that use these location ontologies to make other kinds of inferences (see [19] for discussion of these topics). What is missing is the means to express what activities are carried out at a given set of geographic coordinates. This is what LAIR provides, and it allows for applications to infer activity from location.

As Hightower notes [5], there are services such as Mapquest[15] that take into account location to conduct “Nearest X” searches (for example, find the restaurants or hotels within a certain distance of a given address). However, these services are based on yellow-page type listings, which only associate a label to a place but not any sort of semantic meaning on what can be done at that place.
2 LAIR

Lair is an ontology inspired by Kuipers’ TOUR model of a person’s cognitive maps of large-scale spaces [1]. The TOUR model is based not just on metric distances but on higher-level concepts such as places and paths between places. This allows us to model the topological and geographical relationships between different places. As in the TOUR model, LAIR represents a location in the real world by a Place and streets and pathways with a Path. LAIR supplements the TOUR model by associating to a Place a description of its functional purpose, represented in LAIR by a Functional Place. For example, a particular building may function as any number of the following: grocery store, bank, or shoe store. A certain area of a building may be a meeting area, lounge, or kitchenette. Instances of locations modeled in LAIR are stored in a semantic network [2]. This allows us to make inferences about the relationships between different Places and the Paths between them. 

LAIR uses the following basic constructs:

Entity: A collection of Resources representing a "real-world" Person, Place etc. Provides an integration point between this representation, and existing middleware platforms for pervasive computing environments. In the Hyperglue [4] platform we use, this is mapped to an agent-society representing a Person, Place etc.

Resource: An item or service within the control of a particular Entity, which provides an integration point between existing middleware platforms. In our Hyperglue system, we map Resources to software agents that interface with these items and services.

Security Manager: A software device contained within each Entity that is manages its security issues such as access controls[17].

Based on these primary constructs, we've derived the following:

Place: An Entity used to represent a real-world place. The level of granularity at which this is defined is arbitrary and can range from a country to an area in a room. A Place in general contains the following properties:

Name: A way to refer to this Place.

On: A list of the Paths this Place is on.

Star: A list of triples (Path, heading, Path direction), that describes the geometry of the intersection formed by the Paths that meet at this Place. The value for heading ranges from 0 to 360. The zero mark for each Place is arbitrary; we use cardinal north for the zero mark for each Place. The value for Path direction (discussed below) is either +1 or -1, and indicates the direction of travel along the Path if a person were to travel from this Place along the given heading. 

View: A list of triples (Place, heading, distance) describing the other Places that can be observed from this Place. The means of observing Places are not limited to visual detection [3].

Contained: An unordered list of Places. The geographical extent of a Place is not limited, and a Place p may be geographically subsumed in any number of other Places. The Places that subsume p are in p’s  (unordered) Contained list.
  

Function: A list of the Functional Places that describe what can be done at this place and how this place is used. For example, a dorm room can be a Sleeping Area, Recreational Area and a Work Space at the same time.

Abnormal Actions:Used to modify the list of actions that are inherited from the the Functional Places a particular place supports. Positive or Negative Actions are included here to provide flexibility in extending or restricting the range of Actions a Place can support.

Resources: Inherited from the Entity structure, this describes the services and items available at a given place. For example, a coffee maker is a Resource that could be available at a kitchenette.

Occupants: This dynamic property lists the Person entities currently occupying a Place.

Path: Paths link Places. Travel along a Path can be made in either the +1 or –1 direction (+, - are arbitrary directions). LAIR Paths properties are:

Name: A way to refer to this Path.

Row: A list of ordered lists of Places. Each ordered list is a sequence of Places encountered when traveling along the Path in the +1 direction. To support incomplete knowledge of all Places along the path, Row is a list of these ordered lists.


Functional Place: Describe those Actions that can be supported at a given space. For example, an ATM can support cash deposit, cash withdraw, balance queries etc. Functional Places have the following properties:

Name: A way to refer to this Functional Place.

Supports: A list of Actions that this Functional Place can support.

Action: A task that can be performed at a given place using available Resources. Actions contain the following properties:

Name: A way to refer to this Action.

Requires: A list of required Resources.

Utility: A suitable function describing the utility gained by a Place when this Action is allowed to take place. 

Cost: A suitable function describing the cost incurred by a Place when this Action takes place.

Person: An Entity representing a “real-world” person. Inherits from Entity a list of Resources within this Person's control. Contains the following properties:

Name: A way to refer to this Person.

Location: The Place this Person is currently in.

Interests: A list of Actions describing this person's interests.

	PLACE1:

Name: MIT

On: { Mass Ave, Memorial Drive (Mem Dr)}

Star: {(Mass Ave, 315, +1), (Mass Ave, 165, -1),
      (Mem Dr, 65, +1), (Mem Dr, 245, -1)}

View: { (John Hancock Tower, 135, 1 mile) }

Contained: {Cambridge, MA, New England (NE)}

Occupants: {Gary}

Resources: {Classroom}

Functions: {Teaching Institute, Research Institute}
	PLACE2:

Name: Central Square Transit Point

On: { Mass Ave, Prospect Street, Western Avenue, River Street }

Star: { (Mass Ave, 135, -1), (Mass Ave, 315, +1), 

           (Prospect Street, 30, +1), (Western Avenue, 270, -1), 

           (River Street, 225, +1)}

Contained: {Central Square, Cambridge, MA, 
                             New England }

	PLACE3:

Name: Harvard Yard

On: { Mass Ave, John F. Kennedy Street }

Star: { (Mass Ave, 160, -1), (Mass Ave, 350, +1), 

            (John F. Kennedy Street, 190, +1) }

 Contained: {Harvard Square, Cambridge, MA, NE}                     
	ACTION1:

Name: Teaching

Requires: Classroom

Utility: xER (x=f(context))

    Cost: xER (x=g(context))

	FUNCTIONAL PLACE1:

Name: Teaching Institute

Actions: Learning, Teaching
	PATH1:

Name: Massachusetts Avenue

Row: {{MIT, Central Square Transit Point, Harvard Yard}}

	PERSON1:

Name: Gary

Location: MIT

Interests: Teaching, Learning, Eating
	


Table 1: An abbreviated model of an area in Cambridge, Massachusetts using LAIR.
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To illustrate how this representation can be used, we provide in Table 1. an abbreviated example of LAIR being used to model an area in Cambridge, MA.

As seen here, in this representation we have been able to address our desire to model both physical relationships between places and the functional purpose of these places. An overview of application we have both built and are in the process of building follows.

2.1 Stata Walking Guide

Having a representation alone isn't sufficient. The true power of the representation is in the range of applications that can be built using it. As such, once our representation was in place we set about identifying suitable applications to both test and validate the usefulness of LAIR.The first application we developed for this purpose is called the Stata Walking Guide [18]. This application provides users with written walking directions between locations in MIT's Stata Building. We found the application domain to be particularly useful given the unconventional architectural structure of the Stata Center. The written directions produced from our representation also include landmarks. This is in contrast to the type of directions produced by Mapquest, which only lists a sequence of “go-to” and “turn” instructions. The written directions supplement information about the route represented on the map and provide further information to help a person develop his own cognitive map of the Stata Center.

The Stata Walking Guide consists of two parts, a route-finding component that produces the graphical route map between two places and a translation component that converts the route information into written directions. The route-finding component uses A* search to produce a series of waypoints that represents a route from one place to another. This route-finding component was an existing piece of software, written before LAIR, so the A* search is done over a simple coordinate system. The resulting path is represented as a sequence of vertices in this coordinate system. We included the graph used by the route-findingcomponent into our LAIR representation of the Stata Center, but instead of rewriting the route-finding component to search over the LAIR representation, we decided to use the LAIR representation to infer the written directions from just the sequence of vertices produced by the route-finding component. Being able to infer descriptive written directions from this lower-level abstraction illustrates the richness of our representation. An example of the results the Stata Walking Guide produces are given in Figure 1.
Face the main entrance. Walk out the main entrance into the lounge. At the lounge, turn right onto the main hallway. Walk down the hallway. Near the end of the hallway, turn right. Walk down the steps to the elevator lobby and then take the elevator to the 4th floor. On the 4th floor, turn right from the elevator lobby and then left at the end of the hall. Walk down the hall and the main office will be on your right.

Figure 1: An example of a route and written directions produced by the Stata Walking Guide.

2.1.1 Extensions to the Stata Walking Guide

While this application serves as an initial proof of concept regarding the viability of LAIR, we believe a whole host of other interesting applications are possible. For example, we have noticed that the written directions given to user's should not always be identical. For example, given the same start and end points, the directions given to a building resident can and should often vary from that given to a visitor. For example, it may be permissible for a building resident to cut-across through other lab areas while in contrast it might be desirable that a visitor remain in publicly accessible common areas for the larger part of his route. Also, one might imagine a particular hallway being blocked due to new furniture being moved in and such the directions the system produces would be able to route around it. This involves knowledge of what actions a given user is allowed in different spaces and LAIR allows us to model such knowledge. To facilitate these additional features we're working to integrate ACCESS [16], an access control mechanism for pervasive computing platforms, into the Stata Walking Guide with our LAIR based representation providing the necessary context information to make access control decisions. 

3 Conclusions & Future Work

This paper makes three primary contributions. First, it argues why location representations that only model geographical relationships restrict the degree of intelligent interaction applications can have with users. Second, it describes LAIR, an ontology that addresses this shortcoming by representing both the geographic relationships between spaces, as well as the functional purpose of a particular space. Third, it presents the Stata Walking Guide - an application built on LAIR - and discusses other extensions to it that would not have been possible without a means for creating rich location representations.

In the future, we expect to extend the Stata Walking Guide and further test our representation platform. In order to assess the usefulness of these applications and representations, we will deploy this application to the OK-Net kiosk platform within our lab. Since these kiosks are highly visible and already see extensive usage, they provide a medium for exposing applications. We will also build tools that facilitate “opportunistic side acts” based on location awareness, user's task, calendar awareness and information about other users. Imagine using Mapquest as we do today with a starting address and an ending address, but also being able to add a task list one would like to execute on the way.  LAIR, in contrast to other location representations we have encountered, makes it possible to both think about and construct such applications.

We are also working to make LAIR available to the public, particularly to those in the semantic web and pervasive computing domains, by publishing it as DAML, OWL and RDF ontologies.  
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� Contained is unordered because there may not be a strict containment ordering among the listed Places. For example, the state of Connecticut is contained within both New England and the “Tri-State Area.” However, since only parts of the Tri-State Area are in New England (namely, Connecticut) there is no strict ordering between these two Places.





