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Abstract: - Cyclic debugging is one of the most important and most commonly used activities in programs 
development. During cyclic debugging, the program is repeatedly re-executed to track down errors when a failure 
has been observed. The cyclic debugging approach often fails for parallel programs because parallel programs reveal 
nondeterministic characteristics due to message race conditions. Execution replay is a technique developed to 
facilitate the debugging of nondeterministic programs. The trace file can be used to force the replay of the parallel 
program with the same input. The size of trace file is very important to evaluate the scalability of record&replay 
scheme. This paper proposes an improved clock system, called 1-n clock. By combining local logic clock and vector 
clock, 1-n clock can compress the size of trace file. This method especially supports record&replay of long-running 
parallel programs. 
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1 Introduction 
Debugging is a process to find out and correct errors 
by analyzing the program, and debugging is the one 
of the most important stages in software 
development. Cyclic debugging [1] is one of the 
most important and most commonly used activities 
in programs development. During cyclic debugging, 
the program is repeatedly re-executed to track down 
errors when a failure has been observed. 

The executions of parallel programs can be 
nondeterminism. An execution is called 
nondeterministic if two subsequent runs with 
identical user input cannot be guaranteed to have the 
same behavior. During software development this 
nondeterministic behavior can be very troublesome, 
as it prevents a reconstruction of what happened 
during an earlier execution. In fact, nondeterminisim 
is just one of the difficulties to debug parallel and 
distributed programs. Lack of global time, multiple 
threads of control and complex patterns of 
interaction might make it complex to track down the 
fault using the information gathered. 

Nondeterministic execution of erroneous 
parallel programs may result in transient errors, 
which appear very infrequently or vanish when 
debugging tools are used. The most classical 
technique used to catch transient errors appearing 
during executions of parallel programs is to record 
an initial execution and to force subsequent 
replayed executions to be deterministic with respect 

to the initial execution, using the recorded 
information. Debugging an erroneous program then 
amounts to record an erroneous execution and to 
apply cyclic debugging techniques during 
subsequent replayed executions. This mechanism 
can be called record/replay. The primary goal of 
record/replay is to replay a recorded execution as 
accurately as possible. A second goal is to record 
with as little intrusion as possible. The third goal is 
to operate swiftly. When replay is considered, 
record in implied. So for convenience, we only use 
the terminology relay in the following contents. 

Replay algorithms are either based on the data 
or the synchronization of instructions. The former is 
called content-driven replay, and the latter is called 
ordering-driven replay. Replay was first introduced 
in [2], which is a content-driven strategy, and the 
similar approach is described in [3]. The biggest 
drawback of these approaches is the requirement of 
significant monitor and storage overhead. Probably 
the first ordering-driven method is Instant Replay 
[4]. Several methods are the extension of Instant 
Replay, including [5], [6], etc. Better introduction 
about replay systems is given in [7]. One of the first 
implementations of a replay mechanism for MPI 
was proposed in [8]. In order to apply an execution 
replay system in practice, a number of properties 
should be satisfied, including accuracy, non-
intrusiveness, space and time efficiency, etc.  



    As mentioned above, the size of trace file is an 
important item to evaluate record/replay algorithm, 
especially for those long-running parallel programs. 
To replay the execution of a parallel programs 
accurately, a timestamp should be assigned to every 
events occurred during the execution of a parallel 
program. Vector clock is kind of ideal logical clock, 
which is used widely in replay stage. But one defect 
of vector clock is its scalability, for its size equals to 
the number of processes participating in the 
execution of a parallel program. This condition will 
enlarge the size of trace file, especially be a serious 
disadvantage when long-running parallel programs 
are concerned. In this paper, we proposed an 
efficient logical clock system, called 1-n clock, 
which have a high compression rate compared with 
traditional vector clock. 

In section 2 the background about parallel 
program execution is given. Section 3 
introduces the 1-n clock system. The 
experiment results are shown in section 4, and 
the conclusion remarks will be given in section 
5. 
 
 
2 Parallel Program Execution Model 
 
 
2.1 General Model 
In traditional asynchronous distributed system, the 
sites are connected together with a communication 
network. Processes are different sites cooperate by 
exchanging messages and do not share any clock or 
memory. The message transmission time is arbitrary 
but finite. A parallel program execution consists of 
n sequential processes denoted by 0 1 n-1P , P , , P… , 
which communicate via exchanging asynchronous 
messages. A parallel Program Execution (PE) in a 
distributed system is represented by a 
pair ( , )PE E= → , where E  is a finite set of 
events and→  represents Lamport’s Happened-
Before relation[9], a casual precedence relation. 
The execution of a process in a computation can 
viewed as a sequence of events with events 
across processes ordered by→ . There are two 
relations between events in → , one is 
precedence, and the other is concurrency.  Two 
events e and f  are concurrent 
if ( ) ( )e f f e¬ → ∧¬ → , otherwise they have 
precedent relation between each other. 

It is common to depict parallel programs 
execution using an equivalent graphical 

representation called a space-time diagram, 
illustrated in Figure 1. P0, P1 and P2 are 
processes, and  a, b, c, d, e, f are events. 
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Figure1: The example of space-time diagram 

 
 
2.2 Equivalent Execution 

Replay must provide any number of equivalent 
executions based on some previously observed 
program execution. According to Leu et al, an 
equivalent execution can be defined as follows [10]: 

Two executions of a process p are considered 
to be equivalent, if the process p receives the same 
information from the other processes at the same 
instants. The instant of an arbitrary event is defined 
by the interval in which only this event takes place. 
This means that two executions of a parallel 
program will be considered to be equivalent if the 
execution of each of its processes is equivalent 
For shared variable programs it suffices to make 
sure that the variable reading events obtain the same 
value during the two executions, while for message 
passing programs, two executions are equivalent if 
all message receiving events get the same message 
in the two executions. 
 
 
3 1-n Clock Description 
 
 
3.1 Vector clock 
A vector clock (VC) system is a timestamp 
mechanism that exactly tracks causality among 
events produced by a distributed computation. 
Vector clock is introduced in 1988[11][12]. 
Whether the corresponding events are or not 
causally related can be indicated by comparison of 
their vector timestamps. The vector clock is the 
extension of Lamport logical clock by assigning a 
vector of integers VCi[1…n] to each process Pi, and 
its properties are listed following: 
For two events e and f, iPe∈ , jPf ∈ , 
(1) If e and f has precedent relation, then the 
following condition is true: 

( )[ ] ( )[ ]i je f V e i V f i→ ⇔ ≤  



(2) if e and f happens concurrently, noted by 
e f& , the following condition is true: 
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3.2 1-n Clock system 
The most serious defect of a vector clock sytem is 
its scalability, for its size equals to the number of 
processes. This situation will affect the efficiency of 
the record phrase. For long-running programs, the 
trace files with large volume are generated. Here we 
propose a compound clock system, which combine 
logical clock (Lamport clock) and VC. Our method 
can compress the size of trace file sharply and the 
equivalent execution can be reconstructed 
accurately according the clock of event. 

Definition 1 A non-communicational event is 
such an event, which it operate on local data set, 
neither send or receive data with events with other 
processes. 

Definition 2 A communicational event is such 
an event, which will exchange data with events in 
other processes when its local operation is complete. 

Our idea comes from the following observation: 
the ith component of a VC corresponds to the 
process Pi in the execution of a parallel program P. 
If only a local non-communicational event happens, 
the value of ith component of a VC just increases by 
one, no operation to other n-1 components. The 
values of other n-1 components are updated only 
when communicational events happen.  If the local 
non-communicational events happen continuously, 
the large amount redundant clock information is 
stored in the trace file. Here is the problem. 

Our solution is to timestamp the local non-
communicational events with only one integer, and 
timestamp communication events with n-length 
vector clock. We call it 1-n clock system. Figure 2 
shows a1-n clock system. 

In a execution of P with n processes, let k1 be 
the number of local non-communicational events, 
and k2 be the number of communicational events, 
every clock value is store with a integer, then the 
Compression Rate (CR) of 1-n clock compared with 
traditional VC can be obtained as following: 

1 2

1 2

1
( )
k nkCR

n k k
+

= −
+  

 
3.3 Record phase 
In order to obtain these events for a particular 
program run, a program’s source code is 

instrumented and re-execution is initiated. The 
events (and corresponding data) are stored in trace 
files. The data are afterwards used to determine 
suitable recovery lines, and to force equivalent 
execution of the (nondeterministic) message-passing 
program. 

For communication events, the primary method 
of generating trace information does not require any 
changes to the user’s MPI program. The user can 
link against the instrumented MPI library to 
automatically generate trace output that marks each 
MPI call as a phase. This library makes use of a 
standard MPI feature specific to profiling: each MPI 
routine has an alternative name characterized by a 
name-shift. MPI calls are replaced with wrapper 
routines that output trace information, and invoke 
MPI through the name-shifted interface. We utilize 
of characteristic of the PMPI library to trace the 
events. When a message-passing operation 
happened, the clock is generated. The clock is 
appended to the message sent to other processes. 
The clock system can be constructed. 

For there are too many kinds of non-
communicational events, we only concern limited 
types of events and define several corresponding 
macros to record its happening. 
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Figure2: 1-n Clock system in a Parallel Program 
Execution 

 
 
3.4 Replay phase 
During the replay phase, to construct an equivalent 
execution, the order of event should be assure 
strictly. As we have given a compress clock system, 
the problem which should be addressed in replay 
phase is how to reconstruct the traditional vector 
clock for 1-n clock. 

In fact, the strategy is very simple. The 
communicational event has been time stamped by 
vector clock. For those non-communication events, 
its vector clock can be obtained by the most recent 
VC of communication events. For example, the VC 
of e4 in P1 can be construct from e3, the result is 



(4,3,3). The clock can be reconstructed conveniently 
and correctly, so the equivalent execution can be 
obtained.  

Now we will give the properties of 1-n clock 
system formally, 1-n clock is represented by 1NC, 
assume two events are e and f, and iPe∈ , jPf ∈ . 

iP and jP are two processes: 
1 Both e and f are non-communicational events: 

(1) 1 ( ) 1 ( )e f NC e NC f→ ⇔ <  
(2) 1 ( ) 1 ( )e f NC e NC f⇔ =&  
 
2 Both e and f are communicational events 
The same rule as Vector clock 
 
3 Without loss of generality, let e be a non-
communicational event and f be a communication 
events f,  
(1) 1 ( ) 1 ( )[ ]i je f NC e NC f i→ ⇔ <  
(2) e f& , otherwise (1). 

From the discussion above, we can see that the 
casual order can be described by the 1-n clock 
system. The accuracy of replaystage is proved. 
 
4 Experiment Results 
To evaluate our ideas, we analyzed execution of 
several message-passing programs. 

First we instrument the execution of a parallel 
application named “nbody”, with traditional VC and 
our 1NC. We run “nbody”four times with iteration 
tmes 6, 10, 15, 20 respectively. The comparison of 
size of trace files generated is shown in Figure 3. 
We also obtain the result of other parallel 
applications. The comparison results are listed in 
Table 1 

Now we will analysis these experiment results. 
Token Ring just passes token between processes, 
there is no local non-communication events, so the 
CR is 0. Nbody, N-Queen and Integer Sort are both 
iterative application, some local computation events 
happened, so the 1-n clock can generate the 
corresponding CR. The conclusion can be drawn 
that the 1-n clock is more appropriate for those 
loosely synchronization application, not for the 
communication intensive applications. 

 
 

5 Conclusion Remarks 
Execution replay is a technique developed to 
facilitate cyclic debugging of nondeterministic 
programs. The trace file can be used to force the 
replay of the parallel program with the same input. 

The size of trace file is very important to evaluate 
the scalability of record&replay scheme. This paper 
proposes an improved logic clock, called 1-n clock. 
By combining local logic clock and vector clock, 1-
n clock can compress the size of trace file. The 
parallel programs can be replayed accurately based 
on the compressed trace file. 
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Figure3 Comparison of size of trace files of nbody 

using VC and 1NC 
 

Programs(proces
ses) 

Trace 
file size 

(1-n 
clock)(k

B) 

Trace 
file size 
(traditio

nal 
VC)(kB) 

CR(%) 

N-Queen(8) 2.5 3 16.7 

IS(Integer 
Sort)(8) 

11.2 13.9 19.4 

Token Ring (16) 0.3 0.3 0 

Table 1: Comparison of CR between 1-n Clock and 
Traditional VC 
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