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Abstract:- Testing represents a significant portion of the software applications development budget. Risk-Based Optimization of Software Testing Process i.e. RBOSTP is part of a proven and documented Integrated and Optimized Software Testing Process (IOSTP) designed to improve the efficiency and effectiveness of the testing effort assuring the low project risk of developing and maintaining high quality complex software systems within schedule and budget constraints. Basic considerations of RBOSTP are described in this, Part 1 article and some RBOSTP implementation issues, experience results are presented in Part 2. In this Part 1 article, we describe how RBOSTP combines Earned (Economic) Value Management (EVM) and Risk Management (RM) methodology through simulation-based software testing scenarios at various abstraction levels of the system/software under test activities to manage stable (predictable and controllable) software testing process at lowest risk, at an affordable price and time. In Part 2 article,  RBOST’s optimization model goal  to find out test scenario with maximal benefit index – BenefitIndex, is presented. RBOST’s optimization model is based on  Return on Investment and appropriate Risk Management activities that assure the savings on the cost avoidance associated with detecting and correcting defects earlier rather than later in the product evolution cycle. Simulation-based (stochastic) experiments, combined with EVM, RM strategy and optimized design-of-experiment plans, in our case study, have shown a minimum productivity increase of 100 times in comparison to current practice without IOSTP with embedded RBOSTP deployment.
Key-Words:- software testing, optimization, simulation, continuous risk management, earned value management, test evaluation.

1  Introduction

Solutions in software engineering are more complex-interconnect in more and more intricate technologies across multiple operation environments. With the increasing business demand for more software coupled with the advent of newer, more productive languages and tools, more code is being produced in very short periods of time.

In software development organizations, increased complexity of product, shortened development cycles, and higher customer expectations of quality proves that software testing has become extremely important software engineering activity. Software development activities, in every phase, are error prone so defects play a crucial role in software development.

Software vendors typically spend 30 to 70 percent of their total development budget i.e. of an organization’s software development resources on testing. Software engineers generally agree that the cost to correct a defect increase, as the time elapsed between error injection and detection increases several times depending on defect severity and software testing process maturity level [1,2].

Until coding phase of software development, testing activities are mainly test planning and test case design. Computer based Modeling and Simulation (M&S) is valuable technique in Test Process planning in testing complex Software/System under test (SUT) to evaluate the interactions of large, complex systems with many hardware, user, and other interfacing software components such are Spacecraft Software, Air Traffic Control Systems, in DoD Test and Evaluation (T&E) activities [5,8].

There is strong demand for software testing effectiveness and efficiency increases. Software/System testing effectiveness is mainly measured by percentage of defect detection and defect leakage (containment), i.e. late defect discovery. Software testing efficiency is mainly measured by dollars spent per defect found and hours spent per defect found. To reach ever more demanding goals for effectiveness and efficiency, software developers and testers should apply new techniques such as computer-based modeling and simulation - M&S [5-9].

The results of computer-based simulation experiments with a particular embedded software system, an automated target tracking radar system (ATTRS), are presented in our paper [9]. The aim is to raise awareness about the usefulness and importance of computer-based simulation in support of software testing. 
At the beginning of the software testing task the following question arises: how should the results of test execution be inspected in order to reveal failures? Testing by nature is measurement, i.e. test results must be analyzed and compared with desired behavior. 
This paper is contribution to Risk-Based Optimization of Software Testing Process i.e. RBOSTP which is designed to improve the efficiency and effectiveness of the testing effort by combining Earned (Economic) Value (EV), Risk Management (RM) strategy. Based on a proven and documented Integrated and Optimized Software Testing methodology (IOSTP), this IOSTP with embedded RBOSTP help organizations reduce project risk and significantly lower the cost of defects. It focus on solving the problems of delivering high quality software on time and at an affordable price with simulation-based software testing scenarios to manage stable (controllable and predictable) software testing process at lowest risk. Also, application of computer-based simulation to Test Oracle problem solution, hardware/software co design and field testing of embedded-software critical systems such as Automated Target Tracking Radar System, showing a minimum productivity increase of 100 times in comparison to current practice in Field Testing [9,13-23]. 

The paper begins with an outline of Risk-Based Optimization of Software Testing Process i.e. RBOSTP as a part of a proven and documented Integrated and Optimized Software Testing Process (IOSTP) in section 2. In section 3  Risk  management driven by defect detection metrics of software testing process is presented. In section 4, Risk analysis overview in RBOST context is discussed. Combining earned (economic) value management and risk management to make IOSTP’s optimization model is described in Section 5. Finally in section 6, some concluding remarks are given.
2 Combining earned (economic) value management and risk management to make IOSTP optimization model
In todays uncertain business environment there is understandable pressure to improve the quality of decision-making at all levels in the organization. A number of techniques have been developed to address this concern, in an attempt to introduce some rational framework to the decision-making process. Two of the leading approaches are Earned (Economic) Value Management (EVM) and Risk Management (RM). These stand out from other decision support techniques because both EVM and RM can and should be applied in an integrated way across the organization. Starting at the project level, both EVM and RM offer powerful insights into factors affecting project performance. While this information is invaluable in assisting the project management task, it can also be rolled up to portfolio, programme, departmental or corporate levels, through the use of consistent assessment and reporting frameworks.

2.1 Risk based optimization model
If we identified many risks in our project, and in a large, complex project you might identify between 60-80 risks, these risks are likely to be addressed across all the development and test stages. So, the horizontal scale might include all stages of testing, not just system or acceptance testing. As the project proceeds, the risks that are down to the developers to address through unit and integration testing are as visible as those in acceptance. The value of reporting against all risks in this way is that the developers, system and acceptance testers all see clearly the risks for which they are responsible. Management too, has visibility of the risks and can see risks being closed as test evidence are produced. If test evidence is not produced, risks will remain open. If you have problems in your organization with developers doing testing badly or not at all, this form of reporting might encourage them to test (or test better) and produce the required information to management.

In many projects, the development activities are defined in terms of coding tasks. Sometimes the tasks are described as “code and test module XXX”. Well, we know what developers really like to do, don’t we? Coding gets 90% of the effort and testing is squeezed yet again. To avoid this, we always recommend that code and test activities in project plans be defined as separate tasks (sometimes planned and performed by different people), especially at the component level. For critical components, we can document the test objectives derived directly from the risk assessment in component test plans. We can reference those risks on test reports sent to senior management. If managers pay attention to these risks, developers might pay more attention to component testing.

In Fig. 1 we present a matrix of risks that block the cardinal objectives and benefits of the project. Reading along the top row of the matrix, the first risk that is open blocks benefits 1, 4 and 5 and blocks Objectives 1, 2 and 3. The second risk did block benefits 2, 4 and 7 and objectives 2 and 4. Since the risk is now closed because all the relevant tests were passed the benefits 3 and 7 and objective 4 became unblocked and ‘fall through’. You can imagine this diagram to be a little likes the KerPlunk™ game, where marbles in a cylinder are held up by needles that pass horizontally through holes in the cylinder. As needles are withdrawn, marbles fall through. This is what we aim to do in testing: to focus on the tests that address the risks that block benefits and the cardinal objectives. If a benefit is blocked, we can see straightaway which risks block it and therefore which tests we need to prioritize to unblock the benefit.
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Fig. 1 Risks and Benefit/objectives based test reporting.

Stakeholders are most interested in the benefits that are available and the objectives that can be achieved. The benefit-based test reports present this clearly. Project management is most interested in the risks that block the benefits and objectives. The benefits-based test reports focus attention on the blocking risks so that the project manager can push harder to get the tests that matter through.

One final point: If testers present risk and benefits based test reports, the pressure on testers is simply to execute the outstanding tests that provide information on risk. The pressure on developers is to fix the faults that block the tests and the risks of most concern. Testers need not worry so much about justifying doing more testing, completing the test plan or downgrading “high severity” incidents to get through the acceptance criteria. The case for completing testing is always self-evident: has enough test evidence been produced to satisfy the stakeholders’ need to deem the risks of most concern closed? The information required by stakeholders to make a release decision with confidence might only be completely available when testing is completed. Otherwise, they have to take the known risks of release. How good is our testing? Our testing is good if we present good test evidence. Rather than getting so excited about the number of faults we find, our performance as testers is judged on how clear is the test evidence that we produce. If we can provide evidence to stakeholders for them to make a decision at an acceptable cost and we can squeeze this effort into the time we are given, we are doing a good testing job. This is a different way of thinking about testing.  The definition of good testing changes from one based on faults found to one based on the quality of information provided. Consider what might happen if, during a test stage, a regression test detects a fault. Because the test fails, the risk that this test partially addresses becomes open again. The risk-based test report may show risks being closed and then re-opened because regression faults are occurring. The report provides a clear indication that things are going wrong – bug fixes or enhancements are causing problems. The report brings these anomalies directly to the attention of management.

Main task is development of a versatile Optimization Model (OM) for assessing the cost and effectiveness of alternative test, simulation, and evaluation strategies. The System/Software under test and corresponding testing strategy-scenario make up a closed-loop feedback control system. At the beginning of software testing our knowledge of the software under test is limited. As the system/software testing proceeds, more testing data are collected and our understanding of the software under test is improved. Software development process parameters (e.g. software quality, defect detection rates, cost etc.) of concern may be estimated and updated, and the software testing strategy is accordingly adjusted on-line. The important ingredients in successful implementation of IOSTP with embedded RBOSTP are (1) a thoughtful and thorough evaluation plan that covers the entire life cycle process, (2) early identification of all the tools and resources needed to execute that software test and evaluation process plan and timely investment in those resources, (3) assuring the credibility of the tools to be employed, and (4) once testing is accomplished, using the resulting data to improve the efficacy of the test event, models and simulations. In order to provide stable (controlled and predictable) IOSTP we integrated two of the leading approaches: Earned (Economic) Value Management (EVM) and Risk Management (RM). These stand out from other decision support techniques because both EVM and RM can and should be applied in an integrated way across the organization that some authors [31,32], recently recognized as Value-Based Testing. Starting at the project level, both EVM and RM offer powerful insights into factors affecting project performance. While this information is invaluable in assisting the project management task, it can also be rolled up to portfolio, program, departmental or corporate levels, through the use of consistent assessment and reporting frameworks. This integration methodology operates at two levels with exchange of information. The higher, decision making level takes into account the efficacy and costs of models, simulations, and other testing techniques in devising effective programs for acquiring necessary knowledge about the system under test. The lower, execution level considers the detailed dimensions of the system knowledge sought and the attributes of the models, simulations, and other testing techniques that make them more or less suitable to gather that knowledge. The OM is designed to allow planners to select combinations of M&S and/or tests that meet the knowledge acquisition objectives of the program. The model is designed to consider the system as a whole and to allocate resources to maximize the benefits and credibility of applied M&S class associated with the overall IOSTP with embedded RBOSTP program.

Test engineers and operational evaluators play a key role in evaluating system/software performance throughout the life cycle. They identify:

· The information needed and when it must be available. This includes understanding the performance drivers and the critical issues to be resolved.

· The exact priority for what must be modeled first, then simulated, and then tested. This includes learning about the subcomponent level, the components, and the system level.

· The analysis method to be used for each issue to be resolved. Timing may have a significant effect on this. The design function can use models before any hardware is available. It will always be more expedient to use models and simulations at the early stage of system design. However, the design itself may be affected by operational considerations that require examination of real tests or exercise data. It will, given the training and logistic information required of systems today, be prudent in the long run to develop appropriate models and simulations.

· The data requirements and format for the analysis chosen. Included in this determination is the availability of instrumentation, not only for collecting performance data, but also for validating appropriate models and simulations.

Models and simulations can vary significantly in size and complexity and can be useful tools in several respects. They can be used to conduct predictive analyses for developing plans for test activities, for assisting test planners in anticipating problem areas, and for comparison of predictions to collected data. Validated models and simulations can also be used to examine test article and instrumentation configurations, scenario differences, conduct what-if tradeoffs and sensitivity analyses, and to extend test results

Testing usually provides highly credible data, but safety, environmental, and other constraints can limit operational realism, and range cost and scheduling can be limiting factors. Modeling, especially credible model building may be very expensive although M&S can be available before hardware is ready to test. A prudent mix of simulation and testing is needed to ensure that some redesign is possible (based on M&S) before manufacturing begins.

While developing the Software Test strategy, the program office with test-team must also develop a plan to identify and fund resources that support the evaluation. In determining the best source of data to support analyses, IOSTP with embedded RBOSTP considers credibility and cost. Resources for simulations and software test events are weighed against desired confidence levels and the limitations of both the resources and the analysis methods. The program manager works with the test engineers to use IOSTP with embedded RBOSTP to develop a comprehensive evaluation strategy that uses data from the most cost-effective sources; this may be a combination of archived, simulation, and software test event data, each one contributing to addressing the issues for which it is best suited.

Success with IOSTP with embedded RBOSTP does not come easy, nor is it free. IOSTP with embedded RBOSTP, by integrating M&S with software testing techniques, provides additional sources of early data and alternative analysis methods, not generally available in software tests by themselves. It seeks the total integration of IOSTP with embedded RBOSTP resources to optimize the evaluation of system/software worth throughout the life cycle. The central elements of IOSTP with embedded RBOSTP are: the acquisition of information that is credible; avoiding duplication throughout the life cycle; and the reuse of data, tools, and information. The system/software under test is described by objectives, parameters i.e. factors (indexed by j) in requirement specification matrix, where the major capabilities of subsystems being tested are documented and represent an independent i.e. input variable to optimization model. Information is sought under a number of test conditions or scenarios. Information may be gathered through feasible series of experiments (E): software test method, field test, through simulation, or through a combination, which represent test scenario indexed by i i.e. sequence of test events. Objectives or parameters may vary in importance αj or severity of defect impacts. Each M&S or test option may have k models/tests called modes, at different level of credibility or probability to detect failure βijk and provide a different level of computed test event information benefit Bijkl of experimental option for cell (i,j), mode k, and indexed option l for each feasible experiment depending on the nature of the method and structure of the test. Test event benefit Bijkl of feasible experiment can be simple ROI or design parameter solution or both etc. The cost Cijkl, of each experimental option corresponding to (i,j,k,l) combination must be estimated through standard cost analysis techniques and models. For every feasible experiment option, tester should estimate time duration Tjikl of experiment preparation end execution. The testers of each event, through historical experience and statistical calculations define the Eijkl's (binary variable 0 or 1) that identify options. The following objective function is structured to maximize benefits and investment in the most important test parameters and in the most credible options. The model maintains a budget, schedule and meets certain selection requirements and restrictions to provide feasible answers through maximization of benefit index -BenefitIndex :
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Models and simulations can vary significantly in size and complexity and can be useful tools in several respects. They can be used to conduct predictive analyses for developing plans for test activities, for assisting test planners in anticipating problem areas, and for comparison of predictions to collected data. Validated models and simulations can also be used to examine test article and instrumentation configurations, scenario differences, conduct what-if tradeoffs and sensitivity analyses, and to extend test results.

The type of system being developed will influence the evaluation strategy, and availability of M&S resources. For example, developers of strategic systems have long made extensive use of models and simulations because testing was impractical; thus, many of the resources they need already exist. On the other hand, other communities have not made such extensive use of M&S and may have to develop new models. For less complex systems, IOSTP with embedded RBOSTP may reveal that real test is the most cost-effective means to evaluate system/software performance, and the development of models and simulations is not warranted. Main task in applying IOSTP with embedded RBOSTP to Software Test Process is what-if tradeoffs and sensitivity analyses of feasible test scenarios in planning phase.
Traditional Software Testing planning procedures are designed for a static process, but the actual process is dynamic which require to:

• Formulate basic structure of the process:

– dynamical feedback - plans are modified (iterated) repeatedly based on intermediate test results

– process subject to internal and external influences

• To make more realistic Test and Evaluation plans study temporal behavior, instabilities, sensitivities, and correlations in the dynamical settings applying in advance test scenarios simulations.

In other words, the software parameters are estimated on-line and the corresponding optimal actions are determined based on the estimates of these parameters. This leads to an adaptive software testing strategy. A non-adaptive software testing strategy specifies what test suite or what next test case should be generated e.g. random testing methods, whereas an adaptive software testing strategy specified what next testing policy should be employed and thus in turn what test suite or next test case should be generated in accordance with the new testing policy to maximize benefit index function (1) which is in nature uncertain i.e. includes risk to detect failure. Benefit index function depends of failure severity if the chosen feasible experiments i.e. test event don’t detect failure (αj) because of test event capability i.e. probability to detect failure βijk. Because of risk impact and probability of success of test event, increasing cost and rework time to fix undetected SUT faults, we call our Optimization approach of Software Testing Process - Risk-Based. RBOSTP is based on defect removal (detection and fixing) metrics.
2.2 Defect metrics as a RBOST drivers
A defect is defined as an instance where the product does not meet a specified characteristic. The finding and correcting of defects is a normal part of the software development process. Defects should be tracked formally at each project phase. Data should be collected on effectiveness of methods used to discover defects and to correct the defects. Through defect tracking, an organization can estimate the number and severity of software defects and then focus their resources (staffing, tools, test labs and facilities), release, and decision-making appropriately. Two metrics provide a top-level summary of defect-related progress and potential problems for a project: -defect profile and defect age.

The defect profile chart provides a quick summary of the time in the development cycle when the defects were found and the number of defects still open. It is a cumulative graph. The defect age chart provides summary information regarding the defects identified and the average time to fix defects throughout a project. The metric is a snapshot rather than a rate chart reported on a frequent basis. The metric evaluates the "rolling wave" phenomenon, where a project defers difficult problems while correcting easier problems. In addition, this measure provides a top-level summary of the ability of the organization to successfully resolve identified defects in an efficient and predictable manner. If this metric indicates that problems are accumulating in the longer time periods, a follow-up investigation should be initiated to determine the cause.The metric evaluates the rolling wave risk where a project defers difficult problems while correcting easier or less complex problems. In addition this measure will indicate the ability of the organization to successfully resolve identified defects in an efficient and predictable manner. If this metric indicates that problems are taking longer than expected to close the schedule and cost risks increase in likelihood and a problem may be indicated in the process used to correct problems and in potentially in the resources assigned.
2.2.1 Defect removal efficiency model
When detected through walkthroughs, peer reviews inspections or testing, defects should be corrected effectively, requiring only one re inspection or regression test to verify removal as shown in Fig. 2. If the software test managers require more than one iteration through the defect removal process, then those processes may require improvement. The defect removal effectiveness metric tracks the history of these defect removals. For demonstration purpose we identified these SDLC phases denoted by P: Requirement (P=1), HL Design (Architecture level – P=2), LL Design (Detailed design – P=3), Code (Unit) test (P=4), Integration/System Test (P=5), Acceptance (User) Test (P=6), and Operation (Maintenance – P=7). For P=1 i.e. Requirement phase it is obvious that DInP=0 and that DInP= DLP-1 for the rest P. If DdP  represent total defect detected in phase P, then  DdfP ≤ DdP ≤ DTP, because of defect fixing priority i.e. some of detected defect in P are defered (postponed) to fix later. From our experience, rework calculated as percent of defect fixes returned naverage=3 times (regression test cycles) to development is in Average=10.5%, Std_Dev=6.6%. Finaly 
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Fig. 2 Defect Removal Efficiency Model where: DInP  - denotes defects escaped from previous SDL phase P, DOinP - denotes defects originated (introduced) in phase P, DTP – denotes total existed defects in phase P, DdfP - denotes defects fixed in phase P, DnfP - denotes defects fixed in phase P after n regressions cycles, DLP  denotes defects leakage in phase P (escaped to phase P+1),DDP - denotes Defects Detection rate in phase P.
Some representative Defect Removal Efficiency and defect fixing Cost matrix data that we call DRECR of system/software under test described by objectives, parameters i.e. factors (indexed by j) in requirement specification matrix from few project versions history is presented in Table 1.
If a large number of fixes are ineffective, then the process used for corrections should be analyzed and corrected.

Items to report include:

1. Total inspections to be conducted or tests to run 
2. Inspections or tests completed 
3. Cumulative inspections or tests failed
The final test metric relates to technical performance testing. The issues in this area vary by type of software being developed, but top-level metrics should be collected and displayed related to performance for any medium- or high- technical risk areas in the development. The maximum rework rate was in the requirements which were not inspected and which were the most subject to interpretation. Resolution of the defects and after the fact inspections reduced the rework dramatically because of Defect Containment. Defect containment metric tracks the persistence of software defects through the life cycle. It measures the effectiveness of development and verification activities. Defects that survive across multiple life-cycle phases suggest the need to improve the processes applied during those phases.
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[image: image9.jpg]IperECTS| ) FOUNDIN
Cod (unit) | Integration | Aceeptance | Operation
Requirement | HL Desi =
ﬂ o HL Desig| LL D52t | o | Sytem Tt | (Wse) Tast| Post Relse

Fequiement]

L Desien

LL Design

Cote Gaut)
Tt

==
System Test

[Acceptance
(Usen) Test

ORIGINATED IN:

[Operation

Post-Relase





Table 1 Typical Defect Removal Efficiency and defect fixing Cost Ratio matrix DRECR
2.2.2 Cost to fix error

For each development phase, the number of defects detected during that phase shall be tracked. In addition, for each defect, the phase in which that defect was created shall be tracked. If defects from earlier phases are not detected during that phase, there may be a need to improve the processes used for exiting those phases. Such defects suggest that additional defects are latent as presented in Table 1. The last column represent relative Additional Cost to Repair Multiplier ratio range 
[image: image10.wmf]1

8

1

1

+

®

=

+

®

=

-

P

P

j

s

P

P

j

s

CM

CM

 for errors with lowest severity s=1 and highest severity 8 of error originated in previous P phase but escaped and detected in later P+1 phase compared to cost to fix immediately using cost to fix of Requirement defect as a base i.e. 1.
2.2.3 Defect age leading indicator
The Defect Age Metric will summarize the average time to fix defects. The purpose of this metric is to determine the efficiency of the defect removal process and, more importantly, the risk, difficulty and focus on correcting difficult defects in a timely fashion. The metric is a snapshot rather than rate chart reported on a frequent basis.
The metric evaluates the rolling wave risk where a project defers difficult problems while correcting easier or less complex problems. In addition this measure will indicate the ability of the organization to successfully resolve identified defects in an efficient and predictable manner. If this metric indicates that problems are taking longer than expected to close the schedule and cost risks increase in likelihood and a problem may be indicated in the process used to correct problems and in potentially in the resources assigned.
2.2.4 Risk summaries and reserve
Effective continuous risk management requires risk visibility. The best top-level indicators for summary risk management are the risk summary and reserve charts. Cost and schedule risk reserves should be established at the beginning of the project to deal with unforeseen problems. Risk summary and reserve charts show the total risk exposure for cost and schedule compared with the current cost and time risk reserves for the project. The cost and time risk reserve for a project will change over time as some of this reserve is used to mitigate the effects of risks that actually occur and affect the project.

Some RMP metrics are defined in [33-35] such are: Risk Growth Performance Index (RGPI), Risk Cost Performance Index (RCPI) etc. The charts that show both the total identified risk values and the probabilistic weightings of occurrence are very useful. As risks are actualized without complete abatement, or resources are expended in the risk-abatement process, the risk reserves are adjusted downward accordingly. An example display of a cost risk summary and reserve chart is provided below. Schedule risk summary and reserve charts are similar, but reflect schedule risk instead of cost risk.

3 Risk management and economic value measurement leading indicators optimization 
For simplicity purpose, an undetected major or higher severity (s≥4, s=1..5) defect that escapes detection and leaks to the next phase may cost ten times to detect and correct. A minor or lower severity (s≤3) defect may cost two to three times to detect and correct. The Net Savings (NS) then are nine times for major defects and one to two times for minor defects. Because of that we apply simple but proven reasoning aout high ROI as key benefit of software test events Bijkl in optimization objective equation (1) i.e. ROIj= Net Savings for j objective/Detection Cost for j objective. Of course, some benefits of the system/software under test described by objectives, parameters i.e. factors (indexed by j) in requirement specification matrix, which is the major capabilities of subsystems being tested, must be verified and validated in every SDLC phase P by many test events. Of course, few objectives are tested only in one or two phases P and test events. Also, Net Savings for j objective in phase P: Cost Avoidance-Cost to detect/Repair Now in phase P. It means, Net Saving benefit is error prevention to escape from phase P to next P+1 phase, or downstream phases to the customer use of defective software in the field. In mathematics language, it is calculated as:
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Finaly, if  j objective severity (s=1..5) is assesed in requirement or specification matrix than importance αj=s,
βijk =
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of experiment i.e. we must offer as many as we could feasible k series of experiments (E): software test method, field test, through simulation, or through a combination, which represent test scenario indexed by i to find out maximal benefit index -BenefitIndex rewritten as:
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  and (budget, cost) constraints as in (1).
This model goal is to find out test scenario indexed by i with maximal benefit index -BenefitIndex based on  Return on Investment bases and appropriate Risk Management activities assure the savings on the cost avoidance associated with detecting and correcting defects earlier rather than later in the product evolution cycle. 
4 Risk analysis overview in RBOST context
In order to implement RBOST we use one of favorite schedule risk software includes RISK+ from C/S Solutions, Inc an add-in to Microsoft Project at www.cs-solutions,com. We suggest, also, @RISK for Project Professional from Palisade Corporation, also an add-in to Project at www.palisade.com, Pertmaster from Pertmaster LTD (UK) at www.pertmaster.com reads MS Project and Primavera files and performs simulations. Pertmaster is substituting for an older product, Monte Carlo from Primavera Systems which links to Primavera Project Planner (P3) www.primavera.com . Risk+ User’s Guide provides a basic introduction to the risk analysis process. The risk analysis process is divided into following five steps.
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1. The first step is to plan our IOSTP with embedded RBOSTP project. It is important to note that the project must be a complete critical path network to achieve meaningful risk analysis results. Characteristics of a good critical path network model are:

· There are no constraint dates. 

· Lowest level tasks have both predecessors and successors. 

· Over 80% of the relationships are finish to start. 

In the Risk + tutorial, we use the DEMO.MPP project file, which has the characteristics of a good critical path network model. Since the scheduling process itself is well covered in the Project manual we won't repeat it here.

2. The second step is to identify the key or high risk tasks for which statistical data will be collected. Risk + calls these Reporting Tasks. Collecting data on every task is possible; however, it adds little value and consumes valuable system resources. In this step you should also identify the Preview Task to be displayed during simulation processing.

3. The third step requires the entry of risk parameters for each non-summary task. For each non-summary task enter a low, high, and a most likely estimate for duration and/or cost. Next, assign a probability distribution curve to the cost and duration ranges. The probability distribution curve guides Risk + in the selection of sample costs and durations within the specified range. See the section titled "Selecting a Probability Distribution Curve" in the Risk+ manual for more information on selecting a curve type. Update options such as "Quick Setup" and "Global Edit" can dramatically reduce the effort required to update the risk parameters.

4. The fourth step is to run the risk analysis. Enter the number of iterations to run for the simulation, and select the options related to the collection of schedule and cost data. For each iteration of the simulation, the Monte Carlo engine will select a random duration and cost for each task (based upon its range of inputs and its probability distribution curve), and recalculate the entire schedule network. Results from each iteration are stored for later analysis.

5. The final and fifth step is to analyze the simulation results. Depending on the options selected, Risk + will generate one or more of the following outputs:

· Earliest, expected, and latest completion date for each reporting task 

· Graphical and tabular displays of the completion date distribution for each reporting task 

· The standard deviation and confidence interval for the completion date distribution for each reporting task 

· The criticality index (percentage of time on the critical path) for each task 

· The duration mean and standard deviation for each task 

· Minimum, expected, and maximum cost for the total project 

· Graphical and tabular displays of cost distribution for the total project 

· The standard deviation and confidence interval for cost at the total project level 

Risk + provides a number of predefined reports and views to assist in analyzing these outputs. In addition, you can use Project's reporting facilities to generate custom reports to suit your particular needs. 
Project cost and schedule estimates often seem to be disconnected. When the optimistic estimate of schedule is retained, in the face of the facts to the contrary, while producing an estimate of cost, cost is underestimated. Further, when the risk of schedule is disregarded in estimating cost risk, that cost risk is underestimated. In reality cost and schedule are related and both estimates must include risk factors of this estimating process because of uncertainty of test tasks’ cost and time estimation that RBOSTP optimization model testing includes described by equation (1) constraints. The strategy for integration of schedule and risk begins with an analysis of the risk of the schedule. 

5. RBOST’ Optimization model combined with RM and economic value indicators

The hypothesis of IOSTP with embedded RBOSTP is that testing will be more cost-effective if test effort is focused on the higher-priority system requirements and higher-criticality test cases first.
The adaptive approach of IOSTP with embedded RBOSTP testing includes changes in the test process. These include addressing high-priority system requirements first and testing low-priority items according to simulated number of test scenarios (Monte Carlo runs) which assure highest beneft index of test items sequencing.
In todays uncertain business environment there is understandable pressure to improve the quality of decision-making at all levels in the organisation. Two of the leading approaches are Earned Value Management (EVM) and Risk Management (RM). These stand out from other decision support techniques because both EVM and RM can and should be applied in an integrated way across the organization. Starting at the project level, both EVM and RM offer powerful insights into factors affecting project performance. While this information is invaluable in assisting the project management task, it can also be rolled up to portfolio, programme, departmental or corporate levels, through the use of consistent assessment and reporting frameworks. The strengths of EVM and RM have been well described elsewhere, as their proponents seek to encourage wider uptake and use. Each technique however has at least one key weakness which presents a significant danger to those relying on the output to support strategic or tactical decision-making. The strength of EVM lies in its rigorous examination of what has already occurred on the project, using quantitative metrics to evaluate project past performance. It goes on however to predict future performance by extrapolating from the past. But it is not possible to drive a car by only looking in the rear-view mirror. A forward view is also required, and this is what RM offers. While project planning looks at the next steps which lie immediately ahead, RM has a horizon further into the future. It acts as a forward-looking radar, scanning the uncertain and unclear future to identify potential dangers to be avoided, as well as seeking possible additional benefits to be captured. However this undoubted strength of being resolutely and exclusively future-focused is also one of the key weaknesses in RM. Anything which occurred in the past is of little or no interest to the risk process, since there is no uncertainty associated with past events. RM starts with today’s status quo and looks ahead. How the project reached its current position is not relevant to the risk process, unless one is seeking to learn lessons to assist RM on future projects. As a result RM as commonly implemented often lacks a meaningful context within which to interpret identified risks, since it has no means of capturing past performance and feeding this into the decision-making process.

If EVM is weakened by assuming that future performance can be predicted from past performance, and if RM is weakened by looking only forwards with no real awareness of the past, a useful synergy might be obtained if a combined EVM-RM approach were able to address these weaknesses. Combining a rear-view mirror with a forward-looking radar would use the strengths of complementary approaches to compensate for the weaknesses inherent in using each alone. Consequently it is possible to produce significant benefits by using RM to provide the forward view required by EVM, and by using EVM to provide the context required for RM. By undertaking a full risk assessment of the project plan before the project starts, addressing uncertainties in both time and cost, it is possible to evaluate the degree of risk in the baseline project plan. Quantitative risk analysis techniques are particularly useful for this, especially the use of Monte Carlo simulation on integrated models which include both time and cost uncertainty. These risk models take account of variability in planned values, also called “estimating uncertainty” (for example by replacing planned single-point estimates of duration or cost with three-point estimates or other distribution types), and they should also model the effect of discrete risks to reflect their assessed probability of occurrence and the subsequent impact on project time and/or cost (using stochastic branching constructs, both probabilistic and conditional). Both threats and opportunities should be addressed in the risk model, representing the possibility of exceeding or failing to meet the project plan. The risk model should also take account of planned responses to risks, developed during the risk process. These must also be reflected in the expected spend profile for the project. The results of the risk analysis allow the best case project outcome to be determined, representing the cheapest and quickest way to reach project completion. Similarly a worst case profile can be produced, with highest cost and longest duration. All other possible outcomes are also calculated, allowing the “expected outcome” within this range to be identified. These can be shown as a set of three related S-curves, as in Figure 2, which take account of both estimating uncertainty (variability in planned events) and discrete risks (both positive opportunities and negative threats). The ellipse at the end of the curves represents all possible calculated project outcomes (90% confidence limit), with the top-right value showing worst-case (highest cost, longest schedule), the bottom-left giving best-case (cheapest and quickest), and the centre of gravity of the ellipse being at the expected outcome of project cost and duration. This ellipse is known by risk practitioners as the “eyeball plot” (or the “football plot” in US). It may be thought to correspond with the “Box of uncertainty” described by some EVM practitioners referring to the area bounded by extrapolation from actual cost (ACWP) and earned value (BCWP). However the risk ellipse is derived from calculations based on defined risks, rather than merely extrapolating from past performance, so it is likely to be a more accurate representation of the range of possible future project outcomes. Clearly the risk analysis must be conducted using the same units as those required for EVM, i.e. measuring cost in monetary value (£, $, € etc), or as resource cost (man hours, days, weeks, months etc). It is also necessary to use an integrated risk analysis model which can simultaneously vary time and cost, including the “cost of time” (noting that some popular risk analysis tools do not support integrated time-cost risk modeling). Finally the issue of dependency and correlation in the risk model must be carefully considered to ensure that results are realistic and feasible. 

Predicting future outcomes

Both EVM and RM attempt to predict the future outcome of the project, based on information currently known about the project. For EVM this is achieved using calculated performance indices, with a range of formulae in use for calculating Estimate at Completion (EAC). Most of these formulae start with the Actual Cost of Work Performed to date (ACWP, or Actual Cost AC), and add the remaining budget adjusted to take account of performance to date (usually using the Cost Performance Index CPI, or using a combined Performance Efficiency Factor based on both CPI and SPI). These calculations of the Estimate to Complete (ETC) are used to extrapolate the ACWP plot for the remainder of the project to estimate where the project might finally end (EAC), as shown in Fig. 3. However calculating EAC in this way does not take explicit account of the effect of future risks on project outcome. One simple way to do this is by adding an amount into the EAC calculation to account for risk-weighted contingency or management reserve. RM predicts a range of possible futures by analyzing the combined effect of known risks and unknown uncertainty on the remainder of the project. When an integrated covering the uncompleted portion of the project, as in Fig. 4. In the same way that the initial spend baseline should be determined using both risk and earned value data, the remaining element of the project should also be estimated using both sets of information.

It is also possible to use risk analysis results to show the effect of specific risks (threats or opportunities) on project performance as measured by earned value. Since the risk analysis includes both estimating uncertainty and discrete risks, the model can be used to perform “what-if” scenario analysis showing the effect of addressing particular risks. For example, if a key threat is modelled using a probabilistic branch, a “what-if” analysis can set the probability of the threat occurring to zero, simulating the result if that risk is removed. Similarly the effect of capturing key opportunities can also be shown.
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Fig. 3 Risk-Based cumulative spend model (BCWS or PV)
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Fig. 4 Risk-Based calculation of remaining project performance
5.1 RBOSTP’ model deployment guide and practice – main findings

The experimentation explores conditions under which IOSTP with embedded RBOSTP methods lead to more cost-effective project outcomes, and assesses the degree of impact that IOSTP with embedded RBOSTP methods have on the various dimensions of project outcomes. Examples of areas in which IOSTP with embedded RBOSTP technical have shown improvements in cost-effectiveness have included stakeholder win-win requirements determination, use of IOSTP with embedded RBOSTP anchor point milestones, use of prioritized requirements to support schedule-as-independent variable development processes, and the use of risk management combined with Earned (Economic) Value Management analysis to support IOSTP with embedded RBOSTP project monitoring and control. The IOSTP with embedded RBOSTP guidelines presented here are an initial experiment in IOSTP with embedded RBOSTP. They use the relative priority of artifacts as determined from stakeholder negotiations, and the relative criticality of defect types, to focus effort on high-impact (=priority * criticality) defects. Initial experiments comparing the IOSTP with embedded RBOSTP designed and documented framework methodology through: simulation-based software testing scenarios at various abstraction levels of the system/software under test activities to manage stable (predictable and controllable) software testing process at lowest risk, at an affordable price and time in our case study, have shown a minimum productivity increase of 100 times in comparison to current practice without EVM, RM strategy and optimized design-of-experiment plans deployment. Initial experiments reported by Le K., Phongpaibul M., and Boehm B. [31] comparing the similar, value-based inspection guidelines with their previous value-neutral guidelines have shown that they increase the relative impact yield per labor hour by an average of 66.5% . 
Basic process for the IOSTP with embedded RBOSTP test can be divided into nine steps. 

1. Add priority and criticality of system requirements into test case in ‘Test Plan’ (Documentation).
2. The test cases are classified based on system requirements priorities and test dependencies

3. Subject to dependencies, test cases with higher-priority requirements will be tested first.
4. At each priority level, high-criticality sources of risk i.e. apply RBOST’s optimization model goal  to find out test scenario indexed by i with maximal benefit index - BenefitIndex , based on  Return on Investment and appropriate Risk Management activities assure the savings on the cost avoidance associated with detecting and correcting defects earlier rather than later in the product evolution cycle. will be tested first.

5. After testing on the objectivities j with high priority and criticality, the next steps are to test the next-lower priority and criticality.

6. Use the priorities and checklists to document the ‘Test Description and Results analysis’.

7. Creating the baseline spend plan (BCWS/PV)

a. Develop costed WBS to describe scope of work, without hidden contingency

b. Produce fully costed and resourced project schedule

c. Assess estimating uncertainty associated with initial time/cost estimates

d. Perform risk identification, risk assessment and response development

e. Quantify time and cost risk exposure for each risk, taking account of the effect of agreed responses

f. Create integrated time/cost risk model from project schedule, reflecting both estimating uncertainty (via 3-point estimates) and discrete risks (via stochastic branches)

g. Perform Monte Carlo simulation on integrated risk model to generate “eyeball plot”

h. Select risk-based profile as baseline spends profile (BCWS/PV); it is most common to use the “expected values”, although some other confidence level may be selected (say 80%).
8. Predicting future outcomes (EAC)

a. Record project progress and actual cost spent to date (ACWP), and calculate earned value (BCWP)

b. Review initial time/cost estimates for activities not completed, to identify changes, including revised estimating uncertainty

c. Update risk identification, assessment and quantification, to identify new risks and reassess existing risks

d. Update integrated time/cost risk model with revised values for estimating uncertainty and discrete risks, taking account of progress to date and agreed risk responses e. Repeat Monte Carlo simulation for remaining portion of project to generate updated “eyeball plot”

f. Select risk-based calculation as estimate of final project duration and cost (EAC), using either “expected values”, or some other confidence level (say 80%)

g. Use risk-based profile as updated expected spends from time-now to project completion. 
9. Evaluating risk management process effectiveness

a. Determine threshold values for CPI and SPI to trigger corrective action in risk process (or use default values of 0.75, 0.90 and 1.25)

b. Calculate earned value performance indices (CPI and SPI), plot trends and compare with thresholds

c. Consider modifications to risk process if CPI and/or SPI cross thresholds, enhancing the process to tackle opportunities more effectively if CPI and/or SPI are high, or refocusing the process on threat reduction if they are low d. Take appropriate action either to exploit opportunities (high CPI/SPI), address threats (low CPI/SPI), spend contingency to recover time (high CPI/low SPI), or spend time to reduce cost drivers (high SPI/low CPI)

e. Consider need to review initial baseline, project plan or scope if CPI and/or SPI persistently have unusually high or low values. 
5.5 Bad Excuses Related to Risk Management
· We have no risk. 

· Give us an hour and we'll tell you our top ten risk items. 

· Making risks public will kill the program. 

· The customer goes ballistic whenever he/she hears of a potential problem. 

· We deal with problems as they arise. 

· My customer doesn't want to hear that he/she is the source of risk.

· Identifying risks is bad for my career. 

· This is development--why should we worry about supportability and maintainability risks? 

· How can you predict what will happen a year from now? 

· Our planning horizon is six months. 

· No one on the staff knows how to do risk management. 

· We plan to start implementing risk management next year, after we define the process and train the staff. 

· Our job is to develop software, not fill out bureaucratic forms. 

· The commercial software industry doesn't waste time on risk management. 

· We don't need a separate risk management program because we have frequent technical interchange and Integrated Product Team (IPT) meetings. 

· If I gave a realistic assessment, no one would listen. 

· That external interface is not in our risk management program because the interface is not our responsibility. 

· Using that tool is not a risk. The vendor's salesman said so. 

· That method is proven and therefore not a risk. The speaker at the conference said so. 

· People outside the project who don't understand the context will invent worst-case scenarios. 

· The program is too small to do risk management. 

· Corporate management won't buy in. 

· My tech people will rebel if we identify as a risk betting our success on an unproven new technology. 

· My tech people will rebel if we identify as a risk a lack of skills needed to do development.

· We have no cost or schedule risk because new technology will enormously increase our productivity-by five to ten times. 

· New technology we have never used before will mitigate the risk. 

· We have to bid the lowest cost to win; we'll worry about doing the job when we get it. 

· If we bid everything we do, we would lose the project. It's a delivery-order contract. 

· We can't identify risks based on industry metrics because our process is different. 

· You have to cut corners to win the program. 

· We don't mitigate software risk in systems engineering trade studies for embedded systems because software is only a component of subsystems. 

· Our methodology is Rapid Application Development (RAD), so we have no schedule risk.

· Our methodology is evolutionary development, so requirements volatility is not a risk. 

· We don't include anyone from our hands-on software development staff in risk identification because we have hired an outside consultant as a risk expert. 

· We don't include anyone from our hands-on software development staff in risk identification because our managers are using a generic risk database to identify risk. 

· We don't include anyone from our hands-on software development staff in risk identification because they don't have the big picture. 

· A prime contractor is not behaving like a prime if people from a subcontractor organization participate in risk identification. 

· There is no risk in the planned big increase in our software staff because of the large layoffs by defense contractors during the past few years. 

6 Conclusions
In software development organizations, increased complexity of product, shortened development cycles, and higher customer expectations of quality proves that software testing has become extremely important software engineering activity. Software development activities, in every phase, are error prone so defects play a crucial role in software development. At the beginning of software testing task we encounter the question: How to inspect the results of executing test and reveal failures? What is risk to finish project within budget, time and reach required software performance i.e. quality? Based on a proven and documented Integrated and Optimized Software Testing methodology- IOSTP, this RBOSTP help organizations reduce project risk and significantly lower the cost of defects. RBOSTP is dedicated to helping software organizations reduce the risk of developing and maintaining complex software systems. It focus on solving the problems of delivering high quality software on time and at an affordable price with simulation-based software testing scenarios at various abstraction levels of the system/software under test activities to conduct software testing process at lowest risk. Simulation-based (stochastic) experiments, combined with optimized design-of-experiment plans, in our case study, have shown a minimum productivity increase of 100 times in comparison to current practice without M&S deployment.

Lessons Learned

The system T&E experience validated the overall approach of predicting system performance by extensive analysis and simulation. Validating the simulations with data from live system tests worked. The IOSTP with embedded RBOSTP approach proved effective in four ways:

· Exhaustive and detailed simulations smoked out requirements flaws and made them easy to fix. There were no program slips due to these flaws.

· It minimized the number of tests.

· It validated the family of simulations used to model the performance of the tactical ATTRS under full-scale enemy attacks.

· It produced a set of scenarios used to test target software implementation, fund bugs, serves as test oracles in all test phases and track software development progress.
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