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Abstract:- Testing represents a significant portion of the software applications development budget. Risk-Based Optimization of Software Testing Process i.e. RBOSTP is part of a proven and documented Integrated and Optimized Software Testing Process (IOSTP) designed to improve the efficiency and effectiveness of the testing effort assuring the low project risk of developing and maintaining high quality complex software systems within schedule and budget constraints. Basic considerations of RBOSTP are described in this, Part 1 article and some RBOSTP implementation issues, experience results are presented in Part 2. In this Part 1 article, we describe how RBOSTP combines Earned (Economic) Value Management (EVM) and Risk Management (RM) methodology through simulation-based software testing scenarios at various abstraction levels of the system/software under test activities to manage stable (predictable and controllable) software testing process at lowest risk, at an affordable price and time. In Part 2 article,  RBOST’s optimization model goal  to find out test scenario with maximal benefit index – BenefitIndex, is presented. RBOST’s optimization model is based on  Return on Investment and appropriate Risk Management activities that assure the savings on the cost avoidance associated with detecting and correcting defects earlier rather than later in the product evolution cycle. Simulation-based (stochastic) experiments, combined with EVM, RM strategy and optimized design-of-experiment plans, in our case study, have shown a minimum productivity increase of 100 times in comparison to current practice without IOSTP with embedded RBOSTP deployment.
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1  Introduction

Solutions in software engineering are more complex-interconnect in more and more intricate technologies across multiple operation environments. With the increasing business demand for more software coupled with the advent of newer, more productive languages and tools, more code is being produced in very short periods of time.

In software development organizations, increased complexity of product, shortened development cycles, and higher customer expectations of quality proves that software testing has become extremely important software engineering activity. Software development activities, in every phase, are error prone so defects play a crucial role in software development.

Software vendors typically spend 30 to 70 percent of their total development budget i.e. of an organization’s software development resources on testing. Software engineers generally agree that the cost to correct a defect increase, as the time elapsed between error injection and detection increases several times depending on defect severity and software testing process maturity level [1,2].

Until coding phase of software development, testing activities are mainly test planning and test case design. Computer based Modeling and Simulation (M&S) is valuable technique in Test Process planning in testing complex Software/System under test (SUT) to evaluate the interactions of large, complex systems with many hardware, user, and other interfacing software components such are Spacecraft Software, Air Traffic Control Systems, in DoD Test and Evaluation (T&E) activities [5,8].

There is strong demand for software testing effectiveness and efficiency increases. Software/System testing effectiveness is mainly measured by percentage of defect detection and defect leakage (containment), i.e. late defect discovery. Software testing efficiency is mainly measured by dollars spent per defect found and hours spent per defect found. To reach ever more demanding goals for effectiveness and efficiency, software developers and testers should apply new techniques such as computer-based modeling and simulation - M&S [5-9].

The results of computer-based simulation experiments with a particular embedded software system, an automated target tracking radar system (ATTRS), are presented in our paper [9]. The aim is to raise awareness about the usefulness and importance of computer-based simulation in support of software testing. 
At the beginning of the software testing task the following question arises: how should the results of test execution be inspected in order to reveal failures? Testing by nature is measurement, i.e. test results must be analyzed and compared with desired behavior. 
This paper is contribution to Risk-Based Optimization of Software Testing Process i.e. RBOSTP which is designed to improve the efficiency and effectiveness of the testing effort by combining Earned (Economic) Value (EV), Risk Management (RM) strategy. Based on a proven and documented Integrated and Optimized Software Testing methodology (IOSTP), this IOSTP with embedded RBOSTP help organizations reduce project risk and significantly lower the cost of defects. It focus on solving the problems of delivering high quality software on time and at an affordable price with simulation-based software testing scenarios to manage stable (controllable and predictable) software testing process at lowest risk. Also, application of computer-based simulation to Test Oracle problem solution, hardware/software co design and field testing of embedded-software critical systems such as Automated Target Tracking Radar System, showing a minimum productivity increase of 100 times in comparison to current practice in Field Testing [9,13-23]. 

The paper begins with an outline of Risk-Based Optimization of Software Testing Process i.e. RBOSTP as a part of a proven and documented Integrated and Optimized Software Testing Process (IOSTP) in section 2. In section 3  Risk  management of software testing process is presented. In section 4, Risk analysis overview in RBOST context is discussed. Finally in section 5, some concluding remarks are given.
2  Manage testing as a continuous process
The test program is one of the most valuable resources available to a program manager. Like a diamond mine or an oil field, the test program can be the source of vast riches for the program manager trying to gauge the success of his/her program. Unfortunately, it is often a resource that goes untapped. Few program managers exploit the information available to them through their test program. Rather, they view testing as a necessary evil - something that must be "endured" with as little pain as possible. This attitude often clouds their horizon and effectively shrouds the valuable information available via the test program. 

Used effectively the test program can provide a rapid and effective feedback mechanism for the development process, identifying failures in the software construction process and allowing for early correction and process improvement. These benefits only accrue, however, if the test program is managed like a "program", with the discipline, rigor, and structure expected of a program. This includes establishing objectives, devising an implementation strategy, assigning resources and monitoring results.

Used in this context, testing becomes a pervasive, systematic, objective confirmation that the other parts of the development process are achieving the desired results. The program manager that exploits the information available through testing recognizes that the test program, not only evaluates the product, it also evaluates the process, by which the product was created. If a defect is found in testing, other checks and balances installed further upstream failed. This information can then be used for real-time improvement of the process.

This is not to say that testing is a panacea for all program problems. For software systems of any significance, it is a practical impossibility to test every possible sequence of inputs and situations that might be encountered in an operational environment. The objective of a test program is to instill confidence in users and developers that the software product will operate as expected when put into service. Because it is impossible to check all possible situations, testing is, by its very nature, a sampling discipline. A typically small number of test cases will be executed and, from the results, the performance of the system will be forecast. Testing is by its very nature a focused snapshot of a system. It is also inherently inefficient. Like the oil field mentioned earlier, for all the logic and analysis done beforehand, many probes come up "dry", with the system operating exactly as expected. 

This is not to slight the value of testing. A test that is tailored to and consistent with development methodologies provides a traceable and structured approach to verifying requirements and quantifiable performance. 

Preparation of test cases is something that should start very early in a program. The best place to start them is during requirements definition. During the infancy stages of a program, focus on testing provides significant advantages. Not only does it ensure that the requirements are testable, but the process of constructing test cases forces the developer to clarify the requirement, providing for better communication and understanding. As test cases are designed, they should be documented along with their assumptions. These test products should become contract deliverables and should form the basis for regression tests needed during the maintenance phase of the software life cycle. However, test cases are not immune to errors. As such they, too, should be inspected to eliminate defects.

Failed software projects are usually easy enough to analyze after the fact. You can almost always spot some fundamental sound practice that wasn't followed; if it had been followed, the project would have succeeded, or at least failed less completely. Often the good practices that weren't followed are basic ones that practically everyone knows are essential. When that happens, project management can always cite a reason why the practice wasn't followed--an excuse or rationalization.

To save everyone a lot of time, we have collected some of the most common bad excuses for not using good practices... The next time you're considering managing a project without a careful risk management plan.

To fulfill all this best-practice solutions we developed IOSTP framework [9-23] as a multi disciplinary engineering integrated solution to the testing process such as modeling and simulation (M&S), design of experiments (DOE), software measurement, and the Six Sigma approach to software test process quality assurance and control as depicted in Fig. 1 [18]. Unlike conventional approaches to software testing (e.g. structural and functional testing) which are applied to the software under test without an explicit optimization goal, the IOSTP with embedded RBOSTP approach designs an optimal testing strategy to achieve an explicit optimization goal, given a priori. This leads to an adaptive software testing strategy. A non-adaptive software testing strategy specifies what test suite or what next test case should be generated, e.g. random testing methods, whereas an adaptive software testing strategy specifies what testing policy should be employed next and thus, in turn, what test suite or test case should be generated next  in accordance with the new testing policy to maximize test activity efficacy and efficiency subject to time-schedule and budget constraints. The process is based on a foundation of operations research, experimental design, mathematical optimization, statistical analyses, as well as validation, verification, and accreditation techniques.
The focus in this paper is the application of IOSTP with embedded RBOSTP Approach to Testing Services that:
•
Integrate testing into the entire development process 

•
Implement test planning early in the life cycle 

•
Automate testing, where practical to increase testing efficiency 

•
Measure and manage testing process to maximize risk reduction 

•
Continually improve testing process by Optimizing Model  
Which achieve many benefits, such as:

•
Reduced testing costs and shorten testing time
•
Fewer defects to customer delivery
•
Better and stable STP management control at lowest risk, etc.
IOSTP with embedded RBOSTP, apply many science and engineering areas such as: M&S and DOE to minimize the test suite size dramatically through black box scenario testing of the ATTRS real-time embedded software application, and using M&S as a test oracle. In this case study have shown a minimum productivity increase of 100 times in comparison to current practice without IOSTP with embedded RBOSTP deployment. 
3 Risk management of software testing process

3.1 Proactive identification and management of risk 

IOSTP with embedded RBOSTP is not a ”design now-test later” approach to product and process development.  Proactive identification and management of risk is accomplished in many ways in the IOSTP with embedded RBOSTP environment.  

[image: image1.jpg]



Fig. 1 Integrated and optimized software testing process (IOSTP) [18]

By using the multidisciplinary teamwork approach, designers, manufacturers, testers and customers work together to ensure that the product satisfies customer needs.  Best practice endorses a risk management concept that is forward-looking, structured, informative, and continuous.  The key to successful risk management is early planning and aggressive execution.  IOSTP with embedded RBOSTP is key to an organized, comprehensive, and iterative approach for identifying and analyzing cost, technical, and schedule risks and instituting risk-handling options to control critical risk areas.  IOSTP team develop technical and business performance measurement plans with appropriate metrics to monitor the effectiveness and degree of anticipated and actual achievement of technical and business parameters.  M&S tools [13-18] are used to simulate, test, and evaluate the product prior to starting production. Event-driven scheduling is used to integrate all development tasks and to ensure that a task is not started until all prerequisite tasks are complete.  

In support of a program’s risk management approach, the IOSTP team should address critical cost, schedule, and performance risk areas and periodically reevaluate the test program to identify new risk areas.  The RBOSTP is fully embedded in  general software development life cycle (SDLC) risk management process (RMP) which is a formal, up-front program planning process that assesses technical and programmatic complexity, identifies associated risk, and recognizes that risk drives the resources required to execute a test program.  The SDLC’s risk management approach addresses all phases of the acquisition program, from contracting and purchasing to technical issues covering the life cycle from development to disposal.  The IOSTP with embedded RBOSTP fundamentals—multidisciplinary teamwork, event-driven scheduling, and total life-cycle planning with an emphasis on the customer’s needs—provide the necessary mindset and representation to accomplish an effective risk management program. It includes maximizing the probability and consequences of wanted (opportunities/positive) events and minimizing the probability and consequences of unwanted (threats/negative) events. According to PMI’s A Guide to the Project Management Body of Knowledge (PMBOK® Guide) [36] for industry and The Defence Acquisition Desk book [39] in military applications, project risk management consists of the following major processes as depicted in Fig. 2:

1. Risk Management Planning — deciding how to approach and plan the risk management activities for a project.

2. Risk Identification — determining which risks might affect the project and documenting their characteristics.

3. Qualitative Risk Analysis — performing a qualitative analysis of risks and conditions to prioritize their effect on project objectives.

4. Quantitative Risk Analysis — measuring the probability and consequences of risks and estimating their implications for project objectives.

5. Risk Response Planning — developing procedures and techniques to enhance opportunities and reduce threats to the project’s objectives.

6. Risk Monitoring and Control — monitoring residual risks, identifying new risks, executing risk reduction plans and evaluating their effectiveness throughout the project life cycle.
If tester’s present risk and benefits based test reports, the pressure on testers is simply to execute the outstanding tests that provide information on risk. The pressure on developers is to fix the faults that block the tests and the risks of most concern. Testers need not worry so much about justifying doing more testing, completing the test plan or downgrading “high severity” incidents to get through the acceptance criteria. The case for completing testing is always self-evident: has enough test evidence been produced to satisfy the stakeholders’ need to deem the risks of most concern closed? The information required by stakeholders to make a release decision with confidence might only be completely available when testing is completed. Otherwise, they have to take the known risks of release.

How good is our testing? Our testing is good if we present good test evidence. Rather than getting so excited about the number of faults we find, our performance as testers is judged on how clear is the test evidence that we produce. If we can provide evidence to stakeholders for them to make a decision at an acceptable cost and we can squeeze this effort into the time we are given, we are doing a good testing job. This is a different way of thinking about testing.  The definition of good testing changes from one based on faults found to one based on the quality of information provided. Most managers like the risk-based approach to testing because it gives them more visibility of the test process. Risk-based testing gives management a big incentive to let you take out a few days early in the project to conduct the risk assessment. All testers have been arguing that we should be involved in projects earlier. If managers want to see risk-based test reporting they must let testers get involved earlier. This must be a good thing for testers and our projects.
3.2 Risk management process implementation
Risk Management is a systematic approach to support program management in the optimization of program resources with the purpose to identify, assess, reduce, prioritize, control, document and communicate the risks involved in a program with reference to cost, schedule and performance.

It is important to clearly understand that RMP and its deployment in IOSTP is an integral part of the overall project management. IOSTP with embedded RBOSTP is a proactive way (not reactive) to deal with potential problems. Risk analysis examines risks “before” they happen and provides an early warning for management. IOSTP with embedded RBOSTP is an iterative process to be applied during the whole life cycle of the program in order to reflect its evolution and to verify the implementation of the risk reduction actions. Risk has two primary components:

• The Probability that an IOSTP as a program will experience an undesired event such as cost overrun, schedule slippage, safety mishap or failure;

• The Consequence, impact or severity of the undesired event.

What to do before using IOSTP with embedded RBOSTP, an effective implementation of combined RMP and earned i.e. economic value (EV) strategy, is usually restrained by several barriers (first of all cultural and communication ones in applying best practice) that shall be immediately identified and removed with the support of general management.
3.3 Risks’ analysis and mitigation effects on a typical safety critical application
The basic risk management strategy is intended to identify critical areas and risk events probability and consequences of acquisition failure that must to be determined for all major DoD acquisition programs, both technical and non-technical, and take necessary 

Action  to handle them before they can become problems, causing serious cost, schedule, or performance impacts as summarized of the in Table 1 and specific lists of the software acquisition risk issues are given in Table 2. [39]. 
	Risk Area 
	Significant Acquisition Program Risks 

	Threat 
	· Uncertainty in threat accuracy and stability 

· Sensitivity of design and technology to threat 

· Vulnerability of system to threat countermeasures 

· Vulnerability of program to intelligence penetration 

	Requirements 
	· Operational requirements not properly established or vaguely stated for program phase 

· Requirements are not stable 

· Required operating environment not described 

· Requirements do not address logistics and suitability 

· Requirements are too constrictive-identify specific solutions that force high cost 

	Design 
	· Design implications not sufficiently considered in concept exploration 

· System will not satisfy user requirements 

· Mismatch of user manpower or skill profiles with system design solution or human-machine interface problems 

· Increased user skills or more training requirements identified late in the acquisition process 

· Design not cost effective 

· Design relies on immature technologies to achieve performance objectives 

	Test & Evaluation (T&E) 
	· Test planning not initiated early in program (Phase 0) 

· Testing does not address the ultimate operating environment 

· Test procedures do not address all major performance and suitability specifications 

· Test facilities not available to accomplish specific tests, especially system-level tests

· Insufficient time to test thoroughly 

	Modeling & Simulation 
	· Same risks as identified for T&E 

· M&S are not verified, validated, or accredited for the intended purpose 

	Technology 
	· Program depends on unproven technology for success or there are no alternatives 

· Program success depends on achieving advances in state-of-the-art technology 

· Potential advances in technology will result in less than optimal cost-effective system or make system components obsolete 

· Technology has not been demonstrated in required operating environment 

· Technology relies on complex hardware, software, or integration design Program lacks proper tools and modeling and simulation capability to assess alternatives 

	Logistics 
	· Inadequate supportability late in development or after fielding, resulting in need for engineering changes, increased costs, and/or schedule delays 

· Life-cycle costs not accurate because of poor logistics supportability analyses (LSA) 

· LSA results not included in cost-performance tradeoffs Design trade studies do not include supportability considerations 

	Development 
	· Development implications not considered during concept exploration 

· Development not sufficiently considered during design 

· Inadequate planning for long lead items and vendor support 

· Development processes not proven 

· Prime contractors do not have adequate plans for managing subcontractors 

· Sufficient development tools not readily available for cost-effective production Contract offers no incentive to upgrade tools, improve processes, or reduce costs 

	Concurrency 
	· Immature or unproven technologies will not be adequately developed prior to system production 

· Development funding will be available too early-before the development effort has sufficiently matured Concurrency established without clear understanding of risks 

	Developer Capability 
	· Developer has limited experience in specific type of development 

· Contractor has poor track record relative to costs and schedule 

· Contractor experiences loss of key personnel 

· Prime contractor relies excessively on subcontractors for major development efforts 

· Contractor will require significant capitalization to meet program requirements 


Table 1. Significant Acquisition Risks to Address in the Acquisition Strategy

3.3.1 Risk identification

The first step in Risk Management is Risk Identification, whose purpose is to identify all the Risk 
Items that could affect the project in term of performance, cost or schedule. This step is of paramount importance in the frame of RMP. It does not matter how good the Risk Assessment or Risk Response Development are, if you have not identified the key risks that are going to affect the project then RMP is worthless.  
	Risk Grouping 
	Software Risk Issues 

	Program Level 
	· Excessive, immature, unrealistic, or unstable requirements 

· Lack of user involvement 

· Underestimation of program complexity or dynamic nature 

	Program Attributes 
	· Performance shortfalls (includes defects and quality) 

· Unrealistic cost or schedule (estimates and/or allocated amounts) 

	Management 
	· Ineffective program management (multiple levels possible) 

	Engineering 
	· Ineffective integration, assembly and test, quality control, specialty engineering, or systems engineering (multiple levels possible) 

· Unanticipated difficulties associated with the user interface 

	Work Environment 
	· Immature or untried design, process, or technologies selected Inadequate work plans or configuration control 

· Inappropriate methods or tool selection or inaccurate metrics Poor training 

	Other 
	· Inadequate or excessive documentation or review process 

· Legal or contractual issues (such as litigation, malpractice, ownership) 

· Obsolescence (includes excessive schedule length) 

· Unanticipated difficulties with subcontracted items Unanticipated maintenance and/or support costs 
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Fig. 2 Risk Management Process
Table 2. Summary of Key Risk Issues on Large-Scale Defense Software-Intensive Development Programs [39]
A useful starting point for identifying risks is to define and agree the Project Success Criteria. The top level risks shall be those when the success criteria are not met. Project Success Criteria shall be clearly identified in the Risk Management Plan of the specific project. This process of Risk Identification can be performed using the following tools in conjunction:

• Work Breakdown Structure (WBS) of the project All the major branch of the WBS (at the available definition status) shall be explored one by one, focusing on the specific object of the WBS Item Risk Factors.

For each WBS Item, all the area of risk, called Risk Factors shall be explored one by one, focusing on its specific object. 
3.3.2 Risk quantification/assessment

The purpose of this step is to determine the magnitude of the individual risks and to rank them with respect to Cost, Schedule and Performance.

To this aim it is necessary to determine the probability of occurrence and the consequence severity of the events identified in the previous step as Risk Items. In order to standardize this evaluation and to reduce possible subjectivity during the assessment, a set of reference tables is prepared to be used throughout the program. The probability reference table (p) is aimed to provide guidelines in the determination of the probability levels.

For example, for the Technology Risk Factor the probability assignment is performed with reference to the development or qualification status of an equipment or process (e.g. to a technological process qualified by the company but never used on current practice is assigned a probability ranging between 0.3 and 0.5). The consequence (impact) reference table is aimed to provide guidelines in the determination of the severity of an undesired event. An example of this table is provided in Fig. 3 and 4. It shall be noted that the choice of the element of the Consequence Severity table should reflect the project success criteria and goals. As an example, a commercial program will typically have a more “severe” cost and schedule factor column than an institutional or research program. Its higher severity will be apparent also with respect to the other factor. The Risk Items identified as possible source of risk for the program will be presented (interview) to one or more experts. A considerable help in performing this activity is to use the historical data from previous programs. These data shall be collected in a Risk Data Base, that will be used both as a recording tool where to collect all the risk data and the lesson learned of the program and as a source of risk data from previous programs. The experts shall provide, for each one of the identified Risk Items, the following information:

1. Probability via 3-point estimates that an unwanted Impact severity (I) i.e. consequence occurs (p)

2. Assessment of the maximum value i.e. pessimistic (worst) case of the consequence severity (Pmax)

3. Assessment of the most likely value of the consequence severity (Paverage) 
4. Assessment of the minimum value i.e. optimistic (best) case of the consequence severity (Pmin)

This information is sufficient to perform a statistical analysis using one of the following probability distribution F(p) models (more complex distributions may be used, but are not recommended):

• Triangular distribution

• Uniform distribution

• Weibull distribution

The magnitude of the risk can be measured by the average value of the distribution <p>, called Risk Score (Index) and indicated with R=P x I. The previous formula is sufficient to assess the magnitude of risk if one expert only is available. If the number of the experts is greater than one, the average Risk Score can be estimated by means of weighting factors (based on years of experience in the field or other criteria). In order to assure the proper documentation of the Risk Assessment 

process, all the information relevant to the Risk Items will be collected in a dedicated form called Risk Assessment Form. The Risk Items are classified by their magnitude into five levels (from Maximum to Minimum) as depicted in Fig. 3 and 4. A proper threshold of acceptance shall be defined (in this example the acceptance threshold is for Risk Score less than 2) by the Program Manager. All the risks whose magnitudes are above the acceptance threshold will be prioritized according to their score in three different Ranking Lists (for Performances, Schedule and Cost).

The risks which falls within the acceptance criteria, identified as Acceptable Risks, will be collected in an Acceptable Risk List. 
3.3.3 Risk response development
Proper actions for risk response development shall be defined and implemented in order to maintain risks within the acceptable level. Risk reduction effectiveness shall be continuously monitored and verified.

The techniques for reducing or controlling risk fall into the following categories:

• Avoidance: To avoid risk is to avoid the potential failure consequence and/or its probability. Risk avoidance may be reflected in the system concept selection and contractor source selection. Not every risk can be wholly avoided. An action that avoids one risk can simply transfer that risk to another area. 

• Reduction: Risk reduction is to take the necessary measure required to control the risk by continuously reevaluating it and developing contingency plans or fallback positions. Risk reduction will be implemented by:

reducing the probabilities of the undesired event (Preventive measure) reducing the consequence of the undesired event (Mitigation measure)

• Transfer/Deflection: Risk transfer is a means of deflection by the all or part of the risk is transferred to

another side by some form of contract (i.e. insurance, sub-contractors).

• Acceptance/Assumption/Retention: A risk can be considered acceptable when its magnitude is less than a given threshold. Risk acceptance is an acknowledgement of the existence of the risk and assumptions of the consequences if a failure occurs.

All unacceptable risks will be assigned by the Program Manager to a dedicated Risk Owner that will have the responsibility to identify all the actions necessary to avoid/reduce/transfer the identified Risk Item. The Risk Owner will have the necessary authority and responsibility within the project team to assure the

correct and timely implementation of all these actions. The evaluation of alternative risk reduction measures shall be performed with respect to multiple decision criteria like cost, schedule or system functionality. Various multi-criteria decision making methods are available, among which the decision maker will select the most suitable to the particular decision situation. A risk reduction action requires also fall back actions, to be executed only in case the mitigation action does not work and the risk becomes a problem. 
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Fig. 3  DoD application Risk Assessment Process [39]
The tables below illustrate the definitions of impact and likelihood of occurrence in average, for industry applications.
	 Impact Category
	Level 
	Schedule
	Cost
	Performance/Technical

	
	1
	Negative to no schedule impact
	Negative to no cost impact
	No change in functionality or technical definition.

	
	2
	Minimal schedule impact (<10%)
	Minimal cost impact (<10%)
	Minimal change to functionality or technical definition.

	
	3
	Recognized, but minor schedule impact (<30%)
	Recognized, but minor cost impact (<30%)
	Minor changes to functionality or technical definition.

	
	4
	Significant potential schedule impact (<60%) 
	Significant potential cost impact (<60%)
	Moderate changes to functionality or technical definition.

	
	5
	Major potential schedule impact (>60%)
	Major potential cost impact (>60%)
	Major changes to functionality are required due to user rejection or OT failure. High external or customer involvement potential.

	Likelihood of Occurrence


Fig. 4 Industry application Risk Assessment Process

4 Risk analysis overview in RBOST context
In order to implement RBOST we use one of favorite schedule risk software includes RISK+ from C/S Solutions, Inc an add-in to Microsoft Project at www.cs-solutions,com. We suggest, also, @RISK for Project Professional from Palisade Corporation, also an add-in to Project at www.palisade.com, Pertmaster from Pertmaster LTD (UK) at www.pertmaster.com reads MS Project and Primavera files and performs simulations. Pertmaster is substituting for an older product, Monte Carlo from Primavera Systems which links to Primavera Project Planner (P3) www.primavera.com . Risk+ User’s Guide provides a basic introduction to the risk analysis process. The risk analysis process is divided into following five steps.
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1. The first step is to plan our IOSTP with embedded RBOSTP project. It is important to note that the project must be a complete critical path network to achieve meaningful risk analysis results. Characteristics of a good critical path network model are:

· There are no constraint dates. 

· Lowest level tasks have both predecessors and successors. 

· Over 80% of the relationships are finish to start. 

In the Risk + tutorial, we use the DEMO.MPP project file, which has the characteristics of a good critical path network model. Since the scheduling process itself is well covered in the Project manual we won't repeat it here.

2. The second step is to identify the key or high risk tasks for which statistical data will be collected. Risk + calls these Reporting Tasks. Collecting data on every task is possible; however, it adds little value and consumes valuable system resources. In this step you should also identify the Preview Task to be displayed during simulation processing.

3. The third step requires the entry of risk parameters for each non-summary task. For each non-summary task enter a low, high, and a most likely estimate for duration and/or cost. Next, assign a probability distribution curve to the cost and duration ranges. The probability distribution curve guides Risk + in the selection of sample costs and durations within the specified range. See the section titled "Selecting a Probability Distribution Curve" in the Risk+ manual for more information on selecting a curve type. Update options such as "Quick Setup" and "Global Edit" can dramatically reduce the effort required to update the risk parameters.

4. The fourth step is to run the risk analysis. Enter the number of iterations to run for the simulation, and select the options related to the collection of schedule and cost data. For each iteration of the simulation, the Monte Carlo engine will select a random duration and cost for each task (based upon its range of inputs and its probability distribution curve), and recalculate the entire schedule network. Results from each iteration are stored for later analysis.

5. The final and fifth step is to analyze the simulation results. Depending on the options selected, Risk + will generate one or more of the following outputs:

· Earliest, expected, and latest completion date for each reporting task 

· Graphical and tabular displays of the completion date distribution for each reporting task 

· The standard deviation and confidence interval for the completion date distribution for each reporting task 

· The criticality index (percentage of time on the critical path) for each task 

· The duration mean and standard deviation for each task 

· Minimum, expected, and maximum cost for the total project 

· Graphical and tabular displays of cost distribution for the total project 

· The standard deviation and confidence interval for cost at the total project level 

Risk + provides a number of predefined reports and views to assist in analyzing these outputs. In addition, you can use Project's reporting facilities to generate custom reports to suit your particular needs. 
Project cost and schedule estimates often seem to be disconnected. When the optimistic estimate of schedule is retained, in the face of the facts to the contrary, while producing an estimate of cost, cost is underestimated. Further, when the risk of schedule is disregarded in estimating cost risk, that cost risk is underestimated. In reality cost and schedule are related and both estimates must include risk factors of this estimating process because of uncertainty of test tasks’ cost and time estimation that RBOSTP optimization model testing includes described by equation (1) constraints. The strategy for integration of schedule and risk begins with an analysis of the risk of the schedule. 

4.1 Critical path method scheduling - some important reservations
The critical path method (CPM) is a key tool for managing project schedules. A schedule "network" represents the project strategy or plan.  CPM computes the shortest project completion duration and earliest completion date.  The longest path through the network is called the "critical path." According to CPM, any delay on the critical path will delay the project. On the one hand, CPM is traditional and well-accepted. It is essential for developing the logic of the project work and for managing the day-to-day project activities. On the other hand, the accuracy of CPM completion date forecast depends on  every task taking just as long as its duration estimate indicates – in short, CPM is accurate only if everything goes according to plan.  Experienced project managers realize that real projects do not often go according to plan: 

· The estimates of activity durations are at best careful estimates of future work and at worst just guesses or unrealistically short, calculated by how much time you have rather than how long the work takes. 

· Even if the activity durations are most likely estimates, the CPM completion date is not the most likely project completion date. 

· The path identified as the "critical path" may not be the one that will be most likely to delay the project and which may need management attention. 

Is there some method of analysis and planning that can improve the accuracy of our scheduling? Yes, there is, and it is schedule risk analysis in three steps.

Case 1: Three Steps to a Successful Schedule Risk Analysis
The three steps to a successful risk analysis are described. They are: (1) create the CPM schedule for the project, (2) estimate the uncertainty in the activity durations with low and high ranges, and (3) perform a risk analysis of the schedule, using a Monte Carlo simulation method.


Step 1: A CPM Schedule
Assume a simple project with two activities and a finish milestone. Suppose the durations are set at 40 working days for A101 and 70 working days for A102. If this project is scheduled to start on January 2, 2000, CPM shows that this simple project will take 110 working days (40 + 70 = 110) and complete on June 2, 2000 (see Figure 1, below)

Step 2: The Activity Duration Ranges
To do a risk analysis we need to estimate duration ranges for each activity which are based on the low (optimistic) and high (pessimistic) scenarios for the work on the activity.  High ranges, for instance, can be determined by examining the various things that could go wrong such as technical problems, site conditions, supplier delays, and permitting issues -- factors which are often called "risk drivers." 

These duration ranges are determined by searching interviews of the project manager and the staff who made the estimates, will manage the project and are familiar with the possible problems. The ranges of pessimistic (Max Rdur) and optimistic (Min Rdur) durations for the two-activity schedule are shown in Fig. 1. 
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Fig. 1 Test events duration distribution
Step 3: Simulate the Project Schedule
Once the activities' duration ranges and distributions have been determined, the schedule risk analysis can determine how risky the entire project schedule is. 

· How likely we to overrun the completion are date of June 2, 2000?  Is June 2 even the "most likely" date for this simple project?  If not, what completion date is most likely? 

· How many days are needed for a contingency to reduce the overrun risk exposure to an acceptable level? 

· Which activities are the most likely to delay the project? 

The most common method of determining schedule overrun risk is to simulate the project by solving (or iterating) it hundreds or thousands of times on the computer. This is called Monte Carlo simulation, and it combines the distributions of uncertain duration accurately.

Suppose that the risk analyst determines that 2,500 iterations will be sufficient for the accuracy needed. The result of that simulation is a cumulative likelihood distribution that represents the likelihood of the project completing on or before each possible date.  This distribution is shown in Figure 2 below:
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Figure 2 The result of simulation of a cumulative likelihood distribution of completion date
From the risk analysis we can see:

· The CPM completion date of June 2, 2000 is between 10% and 15% likely to be adequate for this simple project. Placing confidence in completion by June 2 is very likely to get the contractor and customer in trouble. 

· The most likely completion date is close to June 19, not June 2 as predicted by CPM. The common sense notion, that adding "most likely" durations along a critical path will result in the most likely project completion date, is simply wrong, in all cases. 

· The average completion date is June 23, 2000.  If this simple project were done 100 times, its average completion would be about a 3-week overrun of the CPM duration, providing for the holidays. 

· The results show that July 11, 2000 has an 80% likelihood of success.  This is a level of protection from overruns that might be required for a conservative contractor or owner/customer. Hence, a 6-week contingency is needed to reduce the risk of overrun to an acceptable level for this conservative company. 

The CPM project end-date of June 2 is highly optimistic. Any owner, customer or contractor who agrees to that date is in trouble now on this project. Without a risk analysis, the existence or degree of trouble is unknown. 

Risk Analysis Topics - the Merge Bias
This is only a 2-activity project. Real life projects are subject to more risk than this.

Most projects have activities planned simultaneously along parallel paths. At the end of the project, and often at important internal milestones, these paths converge.  Examples include; (a) piping, duct, framing and electrical work must be completed before an inspection can be conducted, or (b) several components that must be finished before systems integration and testing can be done. Most project overrun risk occurs at path convergence (or merge) points because projects can be delayed because a delay on any one of the paths will delay the work. This is the "merge bias" at work. To see the merge bias, consider expanding the simple schedule above to a 2-path project where the second path is exactly the same as the one in Figure 1 above.  Clearly, CPM analysis shows that this project, too, will finish at the same time as the one-path schedule does, June 2, 2000. When we analyze the risk of this two-path schedule, however, we see that it is riskier because either path can cause an overrun.  Compare Figure 3 results to those in Figure 2 above.
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Fig. 3 Two-path schedule cumulative likelihood distribution of completion date simulation result
· The average completion date is now July 6, 2000, not June 23. 

· The CPM date of June 2, 2000 is now less than 5% likely, not 10 – 15%. 

· The 80th percentile is now July 20, 2000 rather than July 11. 

These results reflect the working of the merge bias when parallel paths converge.

The Highest Risk Path
The highest risk path (sometimes called the risk-critical path) is the path through the network that has the greatest likelihood of delaying the project. In CPM this is confidently identified as the critical path.  When activity durations are uncertain, the very concept of critical path is murky.  Risk analysis identifies the paths that determine the project duration in each iteration, and computes the relative likelihood of any activity being on that path for the overall simulation.  Often, a non-critical path with high risk is the path that has the greatest likelihood of overrun. This is important information for the project manager. Projects often overrun their cost estimates, sometimes by staggering amounts. This occurs even with carefully-constructed bottom-up cost estimates completed to a very detailed level by experienced project teams. 

The problem with the usual way of constructing a project estimate at completion (EAC) is that adding the estimates for all work breakdown structure (WBS) components does not produce the most likely cost of the entire project. In fact, a recent article [38] emphasized the folly of adding up single-point most likely estimates in its title! A cost risk analysis provides a more accurate, realistic and honest estimates of project costs.  
A formal risk analysis is putting on the table those problems and fears which usually were recognized but intentionally hidden.
4.2 Why conduct a project cost risk analysis?
"The purpose of a cost uncertainty analysis is to provide the project manager with a cost that has an acceptable probability of being exceeded."4 The notion that there is a probability of exceeding an EAC is a difficult one for some people. But, the fact is that every project has risk, and ignoring risk does not make it go away. A risk analysis can determine what the most likely cost for the total project is.  In addition, it can compute the contingency needed to provide the project explicitly with different measures of protection against cost overruns.  It can also provide the project manager with a list of the most risky WBS elements leading to better risk management strategies.

Project Cost Risk Analysis - The Risk Data
Initial cost and schedule estimates for major projects have invariably been over-optimistic.  The risk that cost and schedule constraints will not be met cannot be determined if cost and schedule estimates are given in terms of single points rather than distributions. A cost risk analysis starts with the WBS.  The next step is to collect data on the extreme optimistic and pessimistic ranges of cost for each of the risky elements. The data collection is the most important phase of a cost risk analysis, and the most difficult.  It involves interviewing the team leaders about the risks they see in their own areas of expertise and responsibility. It helps to use a case study to illustrate these points. The low, most likely and high ranges for each element of a simple construction project shows the results of the interviews. This paper has shown that a simple project can be in serious trouble of not making the CPM completion date. It follows that real projects, which are infinitely more complex, are even more likely to be infeasible because they have more parallel paths and merge points. A risk analysis identifies and quantifies the difficulties faced by the project manager. There is risk in every project.  Ignoring risk doesn't make it go away.  This three-step risk analysis process can and must be conducted for every important project.

5 Conclusions
In software development organizations, increased complexity of product, shortened development cycles, and higher customer expectations of quality proves that software testing has become extremely important software engineering activity. Software development activities, in every phase, are error prone so defects play a crucial role in software development. At the beginning of software testing task we encounter the question: How to inspect the results of executing test and reveal failures? What is risk to finish project within budget, time and reach required software performance i.e. quality? Based on a proven and documented Integrated and Optimized Software Testing methodology- IOSTP, this RBOSTP help organizations reduce project risk and significantly lower the cost of defects. RBOSTP is dedicated to helping software organizations reduce the risk of developing and maintaining complex software systems. It focus on solving the problems of delivering high quality software on time and at an affordable price with simulation-based software testing scenarios at various abstraction levels of the system/software under test activities to conduct software testing process at lowest risk. Simulation-based (stochastic) experiments, combined with optimized design-of-experiment plans, in our case study, have shown a minimum productivity increase of 100 times in comparison to current practice without M&S deployment.

Lessons Learned

The system T&E experience validated the overall approach of predicting system performance by extensive analysis and simulation. Validating the simulations with data from live system tests worked. The IOSTP with embedded RBOSTP approach proved effective in four ways:

· Exhaustive and detailed simulations smoked out requirements flaws and made them easy to fix. There were no program slips due to these flaws.

· It minimized the number of tests.

· It validated the family of simulations used to model the performance of the tactical ATTRS under full-scale enemy attacks.

· It produced a set of scenarios used to test target software implementation, fund bugs, serves as test oracles in all test phases and track software development progress.
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