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Abstract: - Transactional-retail data, probably the data with the largest scientific and financial interest, still remains the most examined data category in the field of data mining. The prominent model for handling such data has long been a rather naïve one that treated items as flat Boolean variables, ordered in various ways in order to facilitate efficient counting and to reduce complexity. In this work we propose a novel view of transactional data for data mining, which is based on a spatial, a temporal or a spatiotemporal component inherent in such data. Finally we propose a method for handling this data efficiently. 
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1. Introduction
Established companies, scientific organizations, public services agencies and many others have had over the last decades the opportunity to accumulate vast amounts of data. Data mining, formally defined as the extraction of previously unknown non trivial abstractions from massive sets of data, gives them the tools to sift through all these vast data stores in order to find interesting trends, patterns and correlations. The use of data mining is not limited to science but has practical interest and applicability in business and industry. Nevertheless commercial organizations and transactional data still gather the largest research effort and interest (not to mention the financial interest). Companies such as American supermarket chain “Wal-Mart” reportedly stored about 20 milion sales transactions per day [11]. Data mining functions include among others: association rule discovery, classification, clustering, summarization, sequential pattern discovery, regression, prediction etc. [1]; [5]. Today, among the most popular techniques in KDD, is the extraction of association rules from large database, with applications such as market basket analysis, customer relationship management - CRM, manufacturing diagnosis etc. [6]. 

All approaches known to us thus far in all research areas of data mining have considered the order of items inside the transactions as unimportant and instead ordered them in any way they regarded as suitable for their needs [2]; [1]; [7]; [3]. This assumption though was not based on some firm theoretical basis but was made mainly to serve some practical implications. On the other hand the spatiotemporal data and its efficient management has gained much interest during the past few years [12]; [13]; [14]; [15]. In this work we propose a novel view of transactional data based on spatial, temporal or spatiotemporal characteristics. This view allows us to incorporate more information than what was traditionally used and in that way reach more accurate and better predictions. Finally we propose a method for efficiently processing such data that handles them through graph techniques.
The rest of this paper is organized as follows: in section 1.1 we give a small overview of related work. In section 2 we present our view of transactional data that incorporates other components and in section 3 we present a method for handling such data. We conclude with section 4 where we give our conclusions.
1.1 Related Work

The last years have seen a tremendous growth in the interest (in the form of published works) in spatial, temporal and spatiotemporal data mining. The main reasons that this part of data mining research has become so popular are the fact that more and more of the spatiotemporal data accumulated until today becomes publicly accessible, the increased scientific and commercial interest in such data and finally the acknowledgement that most of the data possesses a spatial, a temporal or a spatiotemporal facet that needs to be addressed in the right context.
A simple categorization of the works done in the specific field would place publications into the following major categories. 

1. Time Series Mining (deals with research of occurrence of events over time) [20]; [21]; [22].
2. Spatial and Spatiotemporal Clustering Techniques (algorithms and techniques for clustering spatial and spatiotemporal data) [16]; [17].
3. Temporal and Spatial Association Rule Mining (discovery of association rules from temporal or spatial data) [18]; [19].
For an overview on the bulk of the work relating to spatial, temporal and spatio-temporal data readers are referred to [8]; [9]; [10].
Spatial data has been considered fundamentally different from transactional data. The objects in a spatial database are characterized by a spatial location and several non-spatial attributes. For example a database referring to public busses routes may contain roads and numbers (in the form of Euclidean coordinates), the types of route and various other non-spatial attributes. An example of a spatial data mining task would be to determine the nearest bus that could service a certain area in the neighborhood of all other bus routes.
Temporal data mining is the task of discovering, extracting and learning patterns (e.g. relationships) in temporal databases. Accordingly Temporal Association Rule Mining aims to detect correlations in transactional and relational data that possess a time component. Some (more limited) work has investigated Spatial Association Rule Mining.
Significantly, most of this work deals with one or the other of spatial or temporal semantics, with very few handling both.

2. A spatiotemporal view of Transactional Data
Transactional data refer primarily to the data relating to retail companies and organizations, collected through various ways such as point of sales systems – POS, vending machines, reward cards etc., and consist mainly of sales data. Traditionally transactional data has been viewed and handled using a very flat and Spartan representation; that is the items inside every transaction have been viewed as Boolean variables not taking into consideration any other quantitative or qualitative characteristics inherent in them (such as the exact numbers of the items bought, their prices etc.). What was most important though was the ordering applied to the items in every transaction. So, the data was subjected to a preprocessing step that among other tasks ordered the items in various ways in order to facilitate more efficient counting, and consequently had as a side effect the loss of the initial purchase order. For example if a customer bought items A, F, E, C then the specific transaction was transformed as A, C, E, F. This task was also based on the assumption that the exact ordering of the items inside every transaction was of minor significance. This assumption though is oversimplified and could lead us to fragmentary and dubious results. In our opinion the exact order of the items inside every transaction is not only important, but plays a decisive role in the comprehension and the elaboration of our data.
In essence this framework for handling transactional data was dictated in part by the weaknesses of the early methods to efficiently handle such diverse and large amounts of information and in order to reduce the complexity. Nowadays though current technologies and methods allow us to incorporate more information into our techniques in order to reach more accurate predictions and business decisions. Also the current business environment does not allow us any longer to make such simplifications, and we should take into consideration every possible piece of information we can. Therefore in this work we view transactional data as a special form of spatiotemporal data, where apart from the id or the bar code of every product we introduce and take into consideration also a spatial, a temporal or a spatiotemporal component depending on the application and our needs. This component is inherent in every transaction, but was left aside by all approaches. 
To begin with the temporal component, data accumulated in a store possesses such a component corresponding to the exact date and time the purchase was made. This component could provide us with valuable information if used correctly. For example if most people buy bread in the morning and beer in the evening then we could program our production as well as our inventory handling better. Or if we know that people buy bread, cheese and milk in this exact order this could help us organize the store layout in a better way. A spatial component on the other hand could be assigned for example to data accumulated in various departments of a shopping mall. We are not only interested in the final purchases of a specific customer but also at the place that these purchases took place. For example a customer might have purchased a pair of shoes in the first floor of a department, then a pair of socks in the first floor but in a different department, then stopped for a cup of coffee in the last floor and completed his purchases by buying an iPod at the third floor at the electronics department. This could help us reorganize the store arrangement in the best possible manner as to maximize profits. Finally in data collected at various stores spread within a town, region or even at a whole country we could assign a spatiotemporal component. For example if we have an application relating to the network of gas stations around the country then each car buying gas from various stations corresponds to a moving object trajectory. It might be the case that we have specific moving objects trajectories that obey approximate periodic or similar time patterns. Bellow we will present a method for handling and evaluating transactional data according to any of the three components.
3. Handling Transactional  Data
In order to handle any transactional data by taking into consideration one of the three components (i.e. the spatial, the temporal or the spatiotemporal component) we use a method similar to the spectral filtering method proposed in [4]. More specifically we treat all objects (i.e. all items) in our dataset as a collection V forming a directed graph G= (V, E), where the nodes correspond to the objects. A directed edge (i, j) between two nodes exists if any two items i and j appear in the same transaction, with item j succeeding item i according to a temporal, spatial or spatiotemporal component. Due to lack of space we will briefly present only the case of the temporal component (the other two cases follow fairly similar logics and could be easily ensued from this case).
Suppose we have the case of transactional data coming from the same enterprise, characterized according to a temporal component. We wish to transform all transactions in our database into the corresponding graph and report users with items that serve as hubs or authorities. Suppose we have a specific transaction that contains five items with their corresponding time stamps (i.e. the time that every item has been bought). We order these items according to these stamps and our transaction now becomes [T1,T2,T3,T4]. The graph representation of this transaction can be seen in Figure 1.
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Figure 1: The graph arising from transaction [T1,T2,T3,T4]
We assign to every edge in the graph an affinity weight thus constructing an adjacency matrix. This process is repeated for every pair (i, j) of items, and for every transaction. The value of this weight is given by the formula bellow: 

αij=w(t)

where w is a function of the time difference between the purchases of items i and j. The later the purchase of item j from item i, the less this weight is and the opposite. Our intuition is that the further apart two items are inside the same transaction in terms of purchase time the less influenced should be considered the influence of the first to the second. For example an item j that has been bought just seconds after an item i is greatly influenced by it whereas an item k that has been purchased ten minutes after item i is considerably less influenced by the purchase of item i. Similarly if we had a spatial component this weight could be a function of the distance between two objects (eg. the distance between two different stores that sell these two products we have in the same transaction), or if we had a spatiotemporal component it could be a function of both time and distance.
After all transactions have been processed and the corresponding adjacency matrix has been generated we calculate the corresponding principal and non principal eigenvectors and finally report hubs and authorities to the users (or group related items together) as it was done in [4].

4. Conclusions
The specific framework could be applied with little modifications to many other data types, like e.g. environmental data and could provide us with valuable information. For example the fact that a specific day we witnessed gales, rapid drop of temperature and hail gives us only part of the available information. More important is probably the exact order by which these phenomena took place, like for example that after the rapid drop of temperature we witnessed the hail and immediately after the gales. We regret to have not the chance to extensively present all our work, due to lack of space.
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