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Abstract:    In this paper, we propose a power management algorithm that schedules the time off for nodes in wireless networks.  Wireless nodes are energy constrained, thus it is very important to extend their battery lifetime.  The proposed management algorithm extends the battery life of the nodes by periodically turning off pre-selected nodes to save their energy while keeping the network connected at all times. 
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1  Introduction
In this paper, we present an algorithm that schedules the time off requests for nodes in an Ad-Hoc network with the constraint of keeping the resulting network connected
. The life of a node is controlled by the amount of energy it has and prolonging the battery life prolongs the life of the network as a whole.
    Turning off some of the nodes periodically to save on energy consumption is a solution that has been presented before.  In our work, we schedule nodes to be turned off while making sure that the operational nodes constitute a connected network to ensure an acceptable level of communication in the network at all times.
    Nodes submit requests for time off according to their particular schedules.  The computation of the schedule is done at specified instances of time th where h ( {0, x, 2x, 3x,...} and x is a predetermined time period. In a cluster hierarchy, each node receives a control signal from the cluster head informing it of the starting time of its time off and the duration of the time off.  In this case, time synchronization is required which could be achieved using the algorithms in [1, 2].

    There are four different states in the operation of the nodes. The transmit state, where the node is transmitting a packet. The receive state where the node is receiving a packet. The idle state where the node is neither transmitting nor receiving. While at this state, the node consumes power because it has to continuously listen to the wireless medium in order to detect a packet that it should receive, in such case, the node will switch to the receive mode. We refer to the above three states as the on state. The last state is the sleep state (also called the off state). In this state, the power consumption is very low because the network interface can neither transmit nor receive packets. 
    A considerable amount of work has been done on ways to maximize the battery lifetime and save energy in ad hoc networks.  We review here, some of the work related to energy management in ad hoc networks. [3] presents a new multi-access protocol based on the MACA protocol with the addition of a separate signaling channel.  This protocol conserves battery power by powering off nodes that are not actively transmitting or receiving packets.  Also, [4] discusses power aware routing in ad-hoc networks and introduces new metrics to consider when routing.  [5]  proposes algorithms to select the routes and the corresponding power levels to maximize the battery life of the nodes.  The last two cited works can be used in conjunction with this work.

    Much interest has been given to maximizing the battery life of wireless systems using voltage scalable processors.  [6] presents a dynamic voltage scaling algorithm for periodic hard real time tasks based on an improved slack time estimation algorithm. [7] presents two scheduling schemes.  The first one optimizes the overall power consumption profile which improves the utilization of the ideal battery capacity and the second one performs variable voltage scheduling by efficiently allocating slack times which helps reduce the average discharge power consumption and flattens the discharge power profile. Finally, [8] proposes a new model for the battery life in wireless devices and proposes schemes to extend the battery life through task rescheduling.  The above are orthogonal directions to the one studied here and can be combined with the proposed scheduling algorithm.

    The paper is organized as follows:  In Section 2, we formally define the studied scheduling problem.  We also compare our scheduling formulations to existing ones in the areas of architecture, design automation and operating systems.  Section 3 provides with an optimum integer linear programming (ILP) formulation for the scheduling problem which provides with an optimum solution.  Experimental results (Section 4) are conducted on standardized benchmarks, and Section 5 concludes.
2  Preliminaries
Let N = (V, E, R) be an n node, m link connected cluster where G = (V, E) is an undirected graph.  R is the set of requests for time off, r = |R|, V is the set of vertices and E the set of edges.  We assume here that an edge (a radio link) is formed between two nodes if they are within transmission range of each other.  Every request uj ( R has a duration ((uj) and a deadline d(uj).  We define the Request Scheduling Problem, RSP as the problem of constructing a schedule for the request nodes to be in the off state such that the latency
  of the schedule is minimum, the requests are satisfied before their deadlines and the resulting network remains connected, see the example below.  Note here that having a minimum latency allows for more schedules to be computed and more nodes to be turned off to extend their battery life.  
[image: image1.wmf]
Fig. 1: A sample network
Example: For the network in Fig. 1, assume that nodes 1, 2 and 4 submit requests for time off with the following durations and deadlines:  Node 1 has a duration of five time units and a deadline equal to 10.  Node 2 has a duration of two time units a deadline equal to 5, and node 4 has a duration of four time units and a deadline equal to 11.  Notice that if we schedule all the requests to be in the off state at the same time, the resulting network will be disconnected (node 9 will not be able to communicate with nodes 3, 7 and 8.)  Thus, we need to turn off a subset of {1, 2, 4} at a time.  Also, notice that scheduling both nodes 2 and 4 at the same time will also disconnect the network.  However, nodes 2 and 1 can start being in the off state at time T = 0.  Node 2 will finish being in the off state at time T = 2 and then we can schedule node 4 to start being in the off state at time T= 2 since at that time node 2 will be back to the on state.  In the resulting schedule, the network is connected at all times and the latency of the schedule (total duration of the off time) is 6 time units as shown in Fig. 2.
[image: image2.wmf]
Fig. 2: The RSP schedule
    We reduce the decision version of the RSP to the Sequencing Within Intervals (SWI) problem, which is NP complete [9], to prove that the RSP in also NP complete. The proof is omitted here due to space limitations.

    There exists in the literature a wide range of scheduling problems spanning a variety of fields such as VLSI and design automation, computer architecture, operating systems, etc...  In the remaining of this section, we discuss some scheduling problems that are close to the one studied in this paper and justify why those techniques could not be used to solve the RSP problem.

    In [10], the authors present a scheduling algorithm for data flow graphs (DFG). This problem arises in design automation of architectural specifications see also [11].  The proposed scheduling algorithm assigns each operation in the DFG to a control step under certain constraints and chooses the schedule that optimizes a given objective function.  In this scheduling problem, there exists a direct data dependency between every pair of consecutive nodes and the DFG is a direct acyclic graph.  In our scheduling problem, there is no direct data dependency between the requests and it would be very restrictive to form a DFG from the submitted requests.

3  The ILP formulation for the RSP problem

A solution to the RSP is presented in this section using an integer linear program (ILP), which results in an optimum solution.  The formulation presented here uses aspects as in [11].  Several ILP formulations for scheduling problems with different objective functions have been presented in the literature, see [11], among others.

    Our objective here is to schedule requests to be in the off state such that the ones that constitute a cutset
 do not overlap in their time off. 
    Let Ij be the list of all possible starting times (the starting time for a request is the time at which the request can start being in the off state) for request j, Ij = {1, 2, ..., (d(j) - ((j)) } , where d(j) is the deadline of j and ((j) is its duration.  For instance, if ((j) = 5 and d(j) = 10 time units then, Ij = {1,2,3,4,5}, the latest starting time for node j is time 5, which means that node j will finish being in the off state at time 10.  Let xi,j denote a binary variable where i ( Ij, and j is the request being scheduled.  xi,j = 1 if node j is scheduled to start being in the off state at time t = i and xi,j = 0 otherwise. Every node must have a unique starting time.  Therefore, (i(Ij  xi,j = 1 for all the request nodes j ( R.

    We formulate an ILP that satisfies a bound on the starting times of the requests.  The latency of the schedule will be minimized by executing the ILP with different bounds and selecting the earliest.  Namely, let (1(j) ( Ij denote the starting time function of the off state and (() the duration function.  The latency of the schedule under the RSP formulation is (maxj(R {(1(j)+ ( (j)}).

    We note that the requests that constitute a minimal cutset must not overlap in their time off.  If for example, R = {u, v} and the set {u, v} is a minimal cutset of the network, the time off schedules of nodes u and v must not overlap.  Let Iu = {1,2,3} , Iv  = {1,2,3,4,5}, ((u) =1 and ((v) =2.  Let (1(u) be the starting time of node u and (2(v) be the starting time of node v.  In order to ensure that the time off schedules of the nodes u and v do not overlap, one of the following two cases must be true:
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    In the first case, the starting time of node u is at least the sum of the starting time of node v and the duration of node v, i.e, node u starts being in the off state once node v has finished being in the off state, and similarly in the second case, the starting time of node v is at least the sum of the starting time of node u and the duration of node u.  Equations (1) and (2) can be rewritten as equations (3) and (4):
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    The connectivity requirement implies that either equation (3) or equation (4) is true.  Formally, in the case of a cutset in R
 of cardinality two, the following set of constraints has to be satisfied to maintain the connectivity of the network.
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    In the more general case where a minimal cutset in R has a cardinality c2, (c2 > 2), at most c2-1 of the nodes from the cutset can be in the off state at a time. Therefore, at least one pair of nodes in the cutset must satisfy either equation (3) or equation (4). 

    An important aspect in the above ILP is the derivation of the cutsets that are responsible for forming the majority of the constraints in the ILP formulation.  The formation of the minimal cutsets is done using the procedure min_cutsets presented below.  Much research has been done on minimal cutest formation.  [12] presents a recursive labeling algorithm for determining all minimal cutsets in a directed network and [13] gives two methods for minimal cutset enumeration which use combinations of nodes. However, the main purpose of this paper is not to form the minimal cutsets but rather to schedule the off state of the request nodes.  Therefore, we used a simple pseudo-polynomial time algorithm where the cutsets are formed by removing the first and second requests r1 and r2 in a sorted request list from the network, performing a network traversal to check for the connectivity of the network using the procedure connectivity.  If the network is not connected, the set { r1, r2} is a cutset of the network. If the network is connected, we delete the next request on the list.  Once all the cutsets are formed, the redundant sets, i.e., the non-minimal cutsets are removed by iteratively intersecting every cutset with the remaining cutsets.
Procedure min_cutsets (R, r, Sets)
1. construct P(r)  possible sets (P(r) is the power set of r)
2. every time a request node is added to a set

a. perform a network traversal

b. if the network is not connected

i. the set is a cutset
4  Experimental Results
The ILP program that we used is the lp_solve program [14].  We used the ISCAS 85 network topologies that are widely used in the VLSI field.  We made the graphs bi-directional to increase the density of the networks.

    We used different request lists for every benchmark used.  The requests, their deadlines and durations were generated randomly using the random number generators lrand48() and srand48().  The durations and deadlines were uniformly distributed in the intervals [1,21], [the duration, 200].  

    The input files for the lp_solve were generated according to the specifications in Section 3.  The lp_solve was executed 20 times for each benchmark using a different request table each time.  We report the CPU time, the latency of the schedule and the number of cutsets.  We do not report the percentage of time the lp_solve gives a feasible schedule since it is optimum, i.e., it computes a schedule whenever one exists and it computes the schedule with the minimum latency.  The CPU time reported for the lp_solve is the time it took the program to compute a solution.
    The first column in Table 1 lists the benchmarks used. The second column represents the number of nodes in the benchmark, the third column is the number of requests. The fourth column represents the CPU time, the fifth the latency of the schedule and the sixth column represents the number of cutsets obtained using the procedure min_cutsets.  The CPU times, latencies and the number of cutsets reported represent the mean value obtained out of the twenty trials. 

    Note that the number of constraints depends on the number of requests, the set of their starting times and, most importantly, on the number of cutsets (see also Section 3.) When the number of cutsets increases, the CPU time of the Lp_solve increases exponentially. Any Linear program could be used instead of the Lp_solve. We used the Lp_solve because it is widely available. More efficient Linear Programs would result in a smaller CPU time. 

	bench-marks
	num of nodes
	num of reqs
	Lp_Solve

	
	
	
	cpu
	laten-cy
	num of cut-sets

	
	
	
	
	
	

	C432
	196
	20
	0.04
	10
	0

	C432
	196
	30
	0.04
	11
	0

	C432
	196
	40
	0.04
	11
	0

	C432
	196
	50
	0.05
	11
	0

	C432
	196
	60
	0.32
	12
	5

	C432
	196
	70
	1.53
	14
	8

	C432
	196
	80
	2.51
	15
	10

	C432
	196
	90
	82.4
	26
	61

	C432
	196
	100
	184
	27
	82

	C499
	243
	20
	0.02
	10
	0

	C499
	243
	30
	0.03
	11
	0

	C499
	243
	40
	0.04
	11
	0

	C499
	243
	50
	0.06
	11
	0

	C499
	243
	60
	76.1
	32
	50

	C499
	243
	70
	96.2
	39
	121

	C499
	243
	80
	122
	38
	160

	C880
	443
	20
	0.04
	10
	3

	C880
	443
	30
	0.04
	11
	3

	C880
	443
	40
	0.04
	13
	4

	C880
	443
	50
	0.14
	13
	11

	C880
	443
	60
	10.1
	17
	33

	C880
	443
	70
	108
	18
	235

	C1908
	913
	20
	0.05
	11
	0

	C1908
	913
	30
	0.09
	11
	0

	C1908
	913
	40
	0.13
	18
	0

	C1908
	913
	50
	0.05
	11
	0

	C1908
	913
	60
	0.11
	11
	2

	C1908
	913
	70
	0.21
	11
	11

	C1908
	913
	80
	0.41
	18
	11

	C1908
	913
	100
	0.61
	18
	15

	C1908
	913
	110
	1.25
	11
	20

	C2670
	1426
	20
	0.08
	11
	20

	C2670
	1426
	30
	0.15
	11
	14

	C2670
	1426
	40
	1.23
	17
	51

	C2670
	1426
	50
	14.9
	26
	115

	C2670
	1426
	60
	35.1
	17
	158


Table 1: Summary of the experimental results on modifications of ISCAS 85
5  Concluding Remarks
In wireless networks, managing the power resources of the nodes is very crucial due the limited amount of energy that each node has.  In this paper, we present an ILP algorithm to manage the requests for time off submitted by the nodes in order to save their energy.  The RSP problem is shown to be intractable and the nature of the studied scheduling constraints are complexly different than any existing scheduling problem formulation in the literature.  
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� A connected network is a network where there exists at least one route between every pair of nodes


� The total length of the time off of the requests scheduled


� A cutset of the network is a set of nodes that if removed from the network, will partition the network into non-connected entities


� We only consider minimal cutsets of the nodes that have submitted requests for time off
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