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Abstract: - Creating a visual interface for speech analysis is not an easy task due to the fact that speech must 
be analyzed on short-time intervals. We present here a tool which contains some of the fundamental speech 
analysis techniques implemented in a visual manner. Our approach wants to be a solution both for those who 
develop ASR or TTS application as well as for students in the learning process. 
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1   Introduction 
Speech analysis is the first step in any application 
that involves speech, whether is a speech 
recognition system or a text-to-speech one. It is also 
the starting point in the learning process for every 
student. With these facts in mind, we tried to design 
a speech analysis tool which can be helpful for both 
sides. 
     Speech signals are real, continuous, finite energy 
waveforms. Although they vary in time, on short 
periods (10 to 30 ms) they can be considered 
stationary and their properties can be analysed, 
aiming to determine a set of parameters which 
describes the important characteristics of speech. 
The need for a short-time analysis makes very 
difficult the implementation of a visual interface. 
Most of the existing programs on this field extract 
the features using commands from the command 
line with many options hard to remember, and have 
a few or even none displaying tools [1 – 7]. We 
developed a software which: 
 
• Allows the analysis of a speech signal frame by 
frame. 
• It is capable to represent various analysis 
methods in time and frequency domain. 
• Can display the values of the features obtained as 
a result of a certain analysis method. 
• Allow the use of obtained features by another 
application. 
 
     This paper is organized as follows: first the 
preprocessing and analysis of the speech signals are 
described, emphasizing the manner in which we 
have implemented them. A small example, 
conclusions and future plans will finish the paper. 
 
 

2   Preprocessing of the Speech Signal 
Before starting the analysis, the speech wave needs 
to be preprocessed [8 - 11]. Because most part of the 
energy of the signal lies between 50 Hz and 4 KHz, 
a low–pass or a band–pass filtering is required. This 
way, low–pass components, which do not contain 
useful information, are eliminated. The upper 
constraint is necessary in order to avoid the aliasing 
which appears thru sampling. Next, the speech 
signal is digitized with the help of an analogue–to-
digital converter, with a resolution between 8 to 16 
bits. To eliminate the effects of high frequencies 
attenuation, speech signal is pre–emphasized. Last 
step before analysis is segmentation, which is 
realized usually with a Hamming window. For better 
results frame overlapping is recommended. 
 
 
3 Speech Signal Analysis 
Many analysis techniques have been developed in 
time. For this release we choose the most used of 
them. Short description and details of their 
implementation will be given in this paragraph. 
 
 
3.1 Time Domain Analysis 
Autocorrelation, energy and zero-crossing rate are 
estimated in time domain. 
     Autocorrelation is one of the methods used to 
estimate the fundamental frequency of speech signal. 
The autocorrelation function is defined as [12] 
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where s(m) is a sample from speech signal and w(m) 
is the window (usually a rectangular window it is 
used). 
     For periodic signals the autocorrelation function 
has maximums at regular intervals, aspect which is 
used to determine the fundamental frequency. Our 
toolbox displays the autocorrelation function for a 
certain frame as well as the values for 
autocorrelation coefficients for all the frames in the 
speech signal. 
     Short – time energy of the speech wave is defined 
as [12]: 
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where N is the number of samples. A frame with 
high energy corresponds to a voiced portion of 
speech signal, while one with low energy to an 
unvoiced region. 
     Zero – crossing rate is calculated with the 
formula [12]: 
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     This parameter estimates the fundamental 
frequency of the speech wave. For example, for a 
sine wave of frequency f0 , ZCR is 2f0 [12]. 
     With our software the user can see the evolution 
in time for each of these two parameters as well as 
their values for every frame of the speech signal. 
 
 
3.2 Short-Time Fourier Analysis 
Frequency domain analysis provides better features 
to represent the speech signal than those from time 
domain. The excitation and vocal tract can be easily 
separated in spectral domain. While different 
utterances of the same sentence can differ in time 
domain, in frequency domain they are similar. Also, 
human ear is more sensitive to aspects related to the 
amplitude of the speech signal than related to its 
phase, so spectral analysis is used most of the time 
to extract features that describe speech signal. 
     Numerous algorithms that exploit the advantages 
of modern processors have been developed in order 
to obtain the Fourier transform of the signal. In our 
implementation we used a radix-2 algorithm with 
decimation in time based on Danielson-Lanczos 
Lemma [13]. The spectrum of the signal is 
calculated and displayed on a logarithmic scale 
together with spectral coefficients values. 

3.3 Linear Predictive Coding 
Linear Predictive Coding is one of the most 
powerful speech analysis techniques. The basic idea 
of this method is that a speech sample can be 
approximated as a linear combination of past speech 
samples [12]. The result of this technique is the LPC 
coefficients, which can be found using either 
autocorrelation method, either covariance method. 
In our implementation we chose the first one 
because it gives also the reflection and PARCOR 
coefficients. 
     The autocorrelation function is evaluated first 
and the results are converted to LPC coefficients 
using Levinson-Durbin algorithm [14]: 
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coefficients, ki are the reflection coefficients, and E 
is frame energy. 
     For this method we display the logarithmic 
spectrum and the values of LPC coefficients frame 
by frame. For obtaining the spectrum, LPC 
coefficients are padded with zeroes until FFT length 
is reached, than an FFT is applied to the vector 
obtained in this manner [11], [15]. 
 
 
3.4 Cepstral Analysis 
Another set of features used to represent speech 
signal can be obtained through cepstral analysis. 
This analysis allows separation of the contribution 
of the source from that of the vocal tract in the 
speech signal. 
     Cepstrum is defined as the IFFT of the logarithm 
of the spectrum. Usually, cepstral coefficients are 
calculated from LPC coefficients, in an attempt to 
sum up the advantages of both techniques [8]: 
 
 
 
 



 
 

Fig 1. The interface of Visual Speech Analyzer 
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A representation of short-term real cepstrum in 
quefrency domain can be obtained using our 
software. The LPCC spectrum can be visualized also 
on a logarithmic scale. The values of the cepstral 
coefficients for all the frames in the speech signal 
are displayed too. 
 
 
3.5 Mel-Cepstral Analysis 
Mel-cepstral analysis is the technique which 
provides the best set of features for speech 
recognition systems. In order to obtain the spectrum, 
Mel scale and a cepstral smoothing are used. Our 
implementation is based on [16]. 
     First the short – term spectrum of the speech 
frame is evaluated and then integrated over 
gradually widening frequency intervals on the Mel 
scale, with a triangular filter – bank. 
     The bandwidths of the filter–bank are given by: 
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while for the central frequencies calculus we used 
the approximation: 
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     Next step is the evaluation of the energy 
logarithm for each filter: 
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followed by the computation of MFCC coefficients, 
using a Discrete Cosine Transform: 
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     Spectrum and MFCC coefficients values can be 
obtained for this technique too. 



4 Results and Discussions 
Our application was developed in Visual C++ 6.0. 
We named it Visual Speech Analyzer and its 
interface can be seen in Figure 1. Each of the 
analysis techniques described in previous section 
can be found under option Analysis from the menu. 
     After selecting an analysis method its parameters 
must be set (e.g. for an FFT analysis the user must 
provide its length in samples). Three graphs are used 
to display the speech signal to be analyzed, current 
frame, and analysis result, which can be displayed in 
time or frequency domain as shown in previous 
section. Each frame is selected by moving the mouse 
over the speech signal. As the mouse moves, the 
graphs reflecting the current frame and analysis 
result are changing, showing the new values for the 
new position of the mouse. 
     At the bottom of the window the values for the 
features obtained thru analysis can be seen. 
     On the left we find details about the speech wave 
currently analyzed (sample rate, bits per sample, 
channels) as well as the preprocessing parameters 
for the current analysis (what window we used, its 
size in samples, the overlap between successive 
frames, also in samples, if DC mean was removed or 
preemphasis was applied). 
     A history of the analysis performed for the 
current wave, preprocessed with certain parameters 
is also provided on the left side of the window. If the 
user wants to review those analyses, it can simply 
select them from the list. 
     All the features obtained can be saved in a file if 
the user enables this option. The first two values 
saved are the number of frames and the number of 
features in a frame, followed by the values of the 
features. This way, any application developed in any 
programming language can use them as input 
values. 
     A sound recording and playing module is also 
implemented, supporting currently only the WAVE 
format. 
 
 
5   Conclusion 
We presented here a new toolbox for speech 
analysis as an alternative to existing publicly 
available software in this field. A number of 
fundamental analyses were implemented to sustain 
our approach. We developed a tool suited very well 
to learning, but also useful to those who want to 
build speech recognition or text-to-speech systems. 
     We intend to make from Visual Speech Analyzer 
a long-term project. New analysis will be added, 

pursuing an educational goal, as well as a speech 
labelling tool. 
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