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Abstract:  - This study proposes an inverse solution in estimating the 3-D localization of interictal spike activity in 
epileptogenic data.  Sensory modalities for data analysis include electroencephalographs (EEG) superimposed on 
magnetic resonance imagery (MRI) in a pediatric population with extra-temporal lesional epileptic foci. In this 
integrated approach, software developments were based on a three-dimensional (3-D) programming platform 
driven by multimodal neuro-imaging software, namely the CURRY program.  The inverse solution is supported by 
a simplex optimization method.  To circumvent false local minima, iterations are repeated from several initial 
dipoles scattered in various locations. Values of the minima reached by these initial dipoles reveal localization 
accuracies of clinical relevance. This approach was adapted for analyzing scalp EEG data and reconstructing 
superimposed images in 10 children who underwent extensive pre-surgical evaluation for intractable partial 
seizures. The results of 3-D spike source localization were assessed in relationship to focal lesions evident on the 
patient’s MRI scans. 
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1   Introduction 
Epilepsy surgery is now being increasingly 
performed in children with medically refractory 
partial seizures. Seizures often arise from extra-
temporal sites and are related to a malformed 
pathologic substrate that is more extensive than the 
lesion evident on MRI scans. Presurgical evaluation 
is therefore more difficult than in adults and relies 
heavily on EEG data including interictal spike 
discharges. The spikes recorded on the scalp can be 
processed using specialized software (such as 
CURRY) to define their source in 3-D that can then 
be superimposed on the patient’s MRI scan to further 
facilitate surgical planning. A detailed overview of 
the different source reconstruction methods can be 
found [10,1]. While this technique has been used 
successfully in adults being evaluated mainly for 
temporal lobe epilepsy, its application has been 
limited in the pediatric population.  

This study adapted the CURRY program and 
assessed the relationship of the 3-D spike sources to 
focal lesions evident on MRI scans. We selected this 
subgroup as it represents an initial step in 
determining the merit of this technique in the pre-

surgical evaluation of children. Further studies 
comparing reconstructed spike sources with 
intracranial electrode recording are planned.  
 
 
2   Method 
2.1   Participants 
Ten children (age 15 days-17 years) with medically 
refractory partial seizures undergoing pre-surgical 
evaluation have been analyzed in this study. MRI 
scans revealed focal developmental lesions that were 
mainly extra-temporal in location.   

2.2   Recording Apparatus 
The EEG data was recorded using XLTEK 
Neuroworks Ver.3.0.5 (equipment manufactured by 
Excel Tech Ltd. Ontario, Canada). The standard 
international 10-20 system with 21 electrodes was 
used. Sampling frequency of 500Hz with 0.1-70 Hz 
bandpass filter settings and 22 bits A/D conversion 
were used to obtain the digital EEG recordings.  

MRI images were created using the Signa 
Horizon LX 1.5 Tesla MRI scanner (manufactured 



 

by General Electric, Medical Systems, Wisconsin, 
USA). High resolution T1 weighted spoiled GRASS 
(Gradient Recalled Acquisition in the Steady State) 
images were obtained.  
 

2.3   Data Analysis  
To identify the location of the epileptic sources, a 
source localization program was developed using the 
NeuroScan software CURRY V.3.0. Input data in 
this study were EEG signals and MRI brain images 
of epileptic patients.  

The first step in the localization procedure 
involved identifying the pertinent time intervals in 
the overall EEG recordings in which the interictal 
spikes occurred.  The physicians performed this task 
by visual inspection of the recorded data. These 
portions of EEG data were of 2-4 s duration and 
during these intervals the source localization analysis 
was performed using the CURRY based program. 

In the preprocessing step DC and high frequency 
components were removed from the data using a 0.1-
100 Hz band-pass filter. Specifically, a third order 
Butterworth filter was implemented.  To extract the 
dominant EEG patterns, the Singular Value 
Decomposition (SVD) method was applied where 
the first three largest singular values were retained to 
account for the useful EEG epileptic signal 
information. 

MRI brain scans were used to construct realistic 
subject dependant head models. The model derived 
was a Boundary Element Model (BEM) consisting 
of three compartments. The compartments used were 
skin, skull and brain tissue.  These were obtained by 
segmentation of the MRI images and they were 
assigned the following conductivities: 0.33, 0.0042 
and 0.33 S/m respectively.  

MRI images were also used to determine 
locations of scalp electrodes. Since the EEG was 
recorded using standard 10-20 system, the electrode 
positions were computed automatically in CURRY. 
For each patient, the electrode locations were 
determined from the segmented skin obtained by 
MRI segmentation, which led to subject-dependant 
electrode placement. 

The method applied for source localization was 
the Moving Dipole Solution, available in CURRY. 
The result obtained by implementing this method is 
the calculated location of the dipole in the form of a 
point rqc = (xqc, yqc, zqc) in Cartesian coordinates and 
the strength of the dipole moment. Also, for each 

patient the anticipated coordinates rqa = (xqa, yqa, zqa) 
of the nearest edge of the actual lesions and/or tubers 
in the MR images were identified by visual 
inspection. For validation purposes only, these 
abnormalities in the MRI were clinically assumed to 
be the true sources of the epileptic seizures.  

The time interval during which the source 
localization was performed was a 200ms time range, 
which is a typical duration of an epileptic spike. The 
200ms time range was defined around the center of 
the spike with a largest magnitude. Furthermore, it 
was divided into five 40ms intervals where the 
central interval corresponded to the peak of the spike 
as shown in Figure 1.  A single dipole was fitted 
every 10 ms during each interval. For each interval 
dipole location closest to the nearest edge of the 
actual anticipated epileptic focus was chosen, 
leading to five points that describe the source 
trajectory during the epileptic spike.  Such detailed 
analysis allows tracking the propagation of the 
epileptic activity throughout the brain, which offers 
insight into the brain dynamics and, and as a 
consequence, facilitates identification of the brain 
areas that are to be surgically removed. 

 

 
Fig.1: Spike intervals definition using 10 overlaid 

spikes 
 

Finally, the Euclidian distance was 
calculated between the point that represents the 
calculated dipole location, rqc = (xqc, yqc, zqc) and the 
anticipated point representing abnormality in the 
MRI, rqa = (xqa, yqa, zqa), defined by the nearest edge 
of the structural lesion. This distance was introduced 
as a means of representing the error of the 
localization procedure. 



 

 
 
3   Integrated 3-D Localization 
Solution 
Details on the modeling of the EEG signals, the 
mathematics of SVD, Result confirmation through 
the discrete cosine transform (DCT), EEG spatio-
temporal filtering, least squares and moving dipole 
method follow. 
 
3.1   Modeling of EEG Signals 
The propagation of EEG signals through the head is 
modeled using the principles of electromagnetism. 
EEG signals represent the electric waves and the 
head is modeled as a volume conductor. Maxwell’s 
equations are used to describe the behavior of EEG 
signals. Specifically, the model is based on the 
quasi-static approximation of Maxwell’s equations. 
It is reasonable in this study to make this simplifying 
assumption, since the frequency range of interest in 
the case of EEG signals is generally in the range of 
0.1-100Hz  [1].  

If the location and the strength of the source are 
known, and the goal is to calculate the surface 
potential generated by that source, the EEG 
modeling is often referred to as forward modeling. 
Forward model equations do not have an analytical 
form in the general case. However, if specific 
models of the electric source and volume conductor 
are assumed, analytical and numerical solutions can 
be derived. An inverse problem approach using finite 
element method for EEG analysis is given in (14). 

If the head is modeled as the multilayered 
surface of m non-intersecting homogenous regions of 
constant isotropic conductivity, the electric potential 
on any of the m boundary surfaces between two 
neighboring head regions is given by equations (1) 
and (2), [4, 13]: 
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where r = (x, y, z) ∈ Sj is the location from which it 
is desired to calculate the potential and r’ the 
location of a source point. σ0 is the conductivity of 
the point r where the potential is calculated, Si, i = 
(1, 2, 3) is the surface between the neighboring 
regions of conductivity −

iσ  and  +
iσ . Integration is 

performed over the whole surface Si and its vector 
element is presented by dSi. There are two parts 
contributing to electric potential in equation (1). The 
first term depends on V0(r) and is generated by the 
source currents characterized by the current density 
distribution Jp(r’) within the region G. Potential V0(r) 
is calculated following equation (2), which defines 
the potential in the case of an infinite homogenous 
volume conductor of conductivity σ0. The second 
term in equation (1) is due to the existence of the 
boundary surfaces Si that are behaving as the 
secondary sources of the electric field.  

The most often used model to represent the 
source of brain activity is the current dipole. It is an 
extension of the electric dipole and it consists of the 
current source and sink that inject and remove the 
same amount of current I [12, 5, 11, 3]. The distance 
between the source and the sink is d and the position 
of the dipole rq is defined at d/2. The dipole is 
characterized by its electric moment defined 
as dq ⋅= I . In this specific case, where the source is 
presented by a current dipole equation (2) can be 
simplified as: 
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Equation (1) defines the potential at any location 
r on the surfaces between different tissue regions. 
However, the potentials of interest are only those 
that can be measured at the locations of the 
electrodes )( im r and they can be derived from (1) 
and (3) in the following form [4]: 
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where )( im r , i=(1,2, …n) are EEG potentials 
measured by n electrodes at locations ri  generated 



 

by a dipole with location ),,( qqq zyx=qr  and 

moment T
zyx qqq ),,(=Q . Compact matrix 

representation of equation (4) is given by: 

LQM =    (5) 

where L is the lead-field matrix, which projects the 
source to the n scalp recording sites.  

Generally, no matter which of the head models is 
implemented, by electromagnetic superposition the 
electric potential is linear in dipole moment [1,4], 
which leads to a simplified representation of the 
forward model given by (5), as the inner product of 
the lead-field and the dipole moment. The equations 
for calculating lead-field matrix depend on the head 
model used. They range from very simple relations 
for spherical head models to very complicated ones 
for realistic head shapes such as BEM model. 
Detailed description of different lead-field matrix 
calculation can be found in (9).   

Source reconstruction determines the 3-D 
location and strength of the source from the recorded 
EEG data. This is often referred to as the inverse 
problem. The main difficulty with solving the 
inverse problem is that it does not have a unique 
solution, since both L that represents location and Q 
representing source strength are unknown. However, 
the equation can still be solved iteratively by using 
the forward model and with the introduction of 
additional constraints for the solution. This solution 
framework is explained in the following sections.  
 
3.2   SVD and EEG Spatio-Temporal 
Filtering  
Recorded EEG signals represent a composition of 
underlying epileptic activity along with different 
artifact signals such as eye blinks, EKG, EMG, and 
interference introduced by the measurement itself. In 
order to achieve accurate localization results, the 
first step in the analysis is to extract the dominant 
epileptic activity from the overall EEG data (8). A 
mathematical approach that allows for such an 
outcome is the Singular Value Decomposition 
method SVD [2, 6]. This transform decomposes a 
given matrix M into three different matrices as 
follows: 

TVUΣM =                         (6) 

with Σ = diag(σi). Matrices U and V are orthogonal 
and Σ = diag(σi) is a diagonal matrix containing 

singular values in the descending order as its 
elements. This relation can also be represented as: 
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2/1σM , where iu are the vectors of U, 

iv vectors of V and n is the number of rows of matrix 
M, which is equal to a number of electrodes used for 
recording.  

Each singular value is associated with an 
orthogonal pattern contained in the data matrix M. 
Larger singular values correspond to higher pattern 
correlation with the original data. Therefore, SVD 
allows the extraction of dominant patterns from the 
recorded EEG data by keeping the largest singular 
values and setting to zero those with small values 
assuming that they correspond to noise and other 
artifacts. Application of SVD in this fashion has the 
effect of spatio-temporal filtering, since EEG data is 
stored in a matrix, whose rows represent electrodes 
and carry spatial information, and whose columns 
represent time samples containing temporal 
information. However, it is not always true to 
assume that each SVD pattern is generated by a 
single source, since SVD patterns are 
mathematically orthogonal, which is not the case 
with actual biological EEG sources. 

 
3.3   Confirmation of Results Based on the 
Discrete Cosine Transform 
Although the SVD method is sound in its 
application, it makes practical sense to confirm such 
results through an automated approach to interictal 
spike detection based on the DCT, in order to 
augment and confirm the results obtained through 
the SVD approach. 
This particular design step focuses on the use of 
orthogonal operators based on unique signal 
decompositions in order to detect interictal spikes 
that characterize epileptic seizures in EEG data.  The 
merits here are in establishing mathematical 
derivations that provide quantitative measures 
through the designed operators, and characterize and 
locate the event of an interictal spike conform to the 
results of the SVD and prior to estimating the 3-D 
location using the inverse solution of Least Squares 
and Moving Dipole Method. 

Given the digitized input EEG signal, )(tf , the 

DCT transform defined by r
NC  is given by the 

convolution (*) of r
Nω  with )(tf  as: 
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where the DCT transform kernel r
Nc used in 

equation (7) is as defined below: 
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In equation 8, coordinate x identifies the kernel 
element in a given row r.  For mathematical 
purposes, the first row is identified by 0=r . 
Therefore, the cosine operator of 1st order (r =1) and 
length 2 (N=2), is functionally equal to the 1st 
derivative, d1; and the cosine operator of 2nd order 
and length 4, is functionally equivalent to the 2nd 
derivative, d2. 

After DCT transformations are performed, and 
in order to enhance identification of the sharp and 
steep transitions of potential spikes, the DCT results 
at different scales (resolutions used are N=4, 8, and 
16) are added together to detect all potential 
transitions under different scaling (as revealed 
through higher amplitudes), which is expressed in 
the corresponding graphs as: 

1,2rfor   1684 =++= rCrCrCrC    (9) 
Since the interictal spike must exhibit high 

degrees of sharpness in narrow and wider intervals, 
the resulting measures of sharpness/steepness in 
these intervals can be extracted through the 
functional equivalence of performing first and 
second order derivatives on the results obtained in 
the previous step. This is achieved with a point-by-
point multiplication between the equivalent to the 
first and second order cosine operators (equivalent to 
mathematical first and second derivatives), given by 

1
2C  and 4

2C , and the addition of the cosine operators 

of different lengths N, given by rCrCrC 1684 ++  (r =1, 
2) as performed earlier.  In other words the following 
operations are performed in this step to emphasize 
that part of the signal that meets sustained steep 
slopes and sharp peak, which characterize a spike: 

1 , ][ .1 168422 =++⋅=== rCCCCCCC rrrrrr         
(10) 

2 , ]1684[2 .22 =++⋅+=+= rrCrCrCr
rCrCr

rCC    
Note as shown in the illustrative example of 

Figure 2, how in the results potential spikes are 
predominant with respect to the background. 
Dynamic thresholding is assumed in the next two 
graphs labeled as CT1 and CT2 as thresholded 

version of C1 and C2 from the previous step.  In 
order to extract that part of the signal deemed 
important from background activity, the threshold 
(T) was computed as one standard deviation above 
the mean of all the peaks found in 3s windows. The 
next and final two graphs denoted by CT1* and 
CT2* contain only those components of the signals 
in CT1 and CT2 that satisfy all the established 
criteria delineated by the two peaks in CT1* which 
are indicative of the steepness of the rising and 
falling slopes of the spike, and the one prominent 
peak in CT2* which accurately depicts the spike’s 
peak location, and whose amplitude is related to the 
sharpness of the spike. 

 

 
Fig. 2: Spike detection using DCT operators showing 

a true positive (TP) and a false negative (FN) 
 

3.4   Least Squares and Moving Dipole 
Method 
As previously explained, EEG source localization is 
a problem which does not have a unique inverse 
solution [1, 7]. The Least-Squares solution (LS) 
introduces additional constraints so that a single 



 

solution may be determined. It is an iterative 
optimization procedure that minimizes the squared 
difference between the measured potentials, Mmeas 
and potentials generated by the estimated dipole. M 
can be determined from equation (11) as: 
 

2LQmeasMMmeasM −=−=LSJ     (11) 
 

where operator  represents Frobenius norm.  
The LS algorithm starts with an initial estimate 

for the dipole location and calculates the lead field 
matrix ),( rLL rq= for that dipole location.  Dipole 
strength Q that minimizes the cost function JLS is 
given by: 
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where L+ represents the pseudo-inverse of L which 
is obtained from SVD transformation as: 
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Expression (13) is updated at each iteration, 

depending on the new dipole location. Next, the 
squared difference between the calculated and 
measured data is calculated and the new dipole 
location is updated in such a way that it minimizes 
the previously calculated error. These steps are 
repeated until dipole location rqc = (xqc, yqc, zqc) is 
determined for which the error is less then some 
previously specified threshold. 

The minimization technique should converge 
quickly but, at the same time, avoids local minima. 
The search for the minimum error is usually 
performed using the simplex optimization method. 
To avoid false local minima, iterations are usually 
repeated from several initial dipoles scattered in 
various locations. Values of the minima reached by 
these initial dipoles are compared and the smallest 
one is selected as the true minimum. 

The procedure described is done for a single 
time sample of the recorded EEG and it yields a 
single dipole location. If it is performed over a time 
period that is for the number of consecutive EEG 
time samples, a dipole location is obtained for each 
of these samples. If this result is sequentially 
presented, the actual propagation of the source can 

be obtained. This type of solution represents the 
Moving Dipole Solution. 
 
 
4   Results 
The results obtained for all patients are given in 
Table 1 in the form of the distance between 
computed 3-D dipole location rqc = (xqc, yqc, zqc), and 
the nearest edge of the actual anticipated epileptic 
focus rqa = (xqa, yqa, zqa) as provided by board 
certified radiologists reviewing MRI data.  The 
distance was referred to the nearest edge since the 
lesion was assumed to be of constant density. 
Assuming a lesion of constant density would 
simplify the model and circumvent the implications 
of guessing how the density would change from a 
maximum in the lesion centroid to a minimum in its 
edges. 

Table 1: Source localization error obtained for each 
patient (Pat.: patient, Int: Interval) 

Minimum Distance (mm) Pat. Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 
1 32 31 12 11 14 
2 5 20 9 7 30 
3 26 11 7 38 30 
4 15 24 9 56 67 
5 29 66 26 9 10 
6 41 5 3 4 4 
7 19 52 12 16 31 
8 34 5 3 53 56 
9 57 44 10 78 43 
10 32 67 32 18 21 

 
The source localization analysis was performed 

every 10ms during the 200ms interval in which the 
spike occurred. This interval analysis allowed us to 
track the propagation of the source of epileptic 
activity from the onset of the spike to the generation 
of the slow wave representing the ending of the 
spike. Since the whole spike duration is divided into 
five 40ms intervals, the analysis yields four source 
locations per interval. Additionally, for each source 
location the distance from the lesion was calculated 
and for each interval the best among these four 
solutions, meaning the source with the minimum 
distance from the lesion, is presented in Table 1. In 
Figure 3 the results obtained for each interval for all 
of the patients are illustrated. The middle interval, 
Interval 3 yielded best results for 6 out of 10 
patients. The mean value and the variance were also 
calculated for each interval. The values obtained are 



 

illustrated in Figures 4 and 5 respectively. Interval 3 
had the smallest mean value and variance making it 
to be the interval of choice for source localization of 
the epileptic foci. The average error calculated for 
the best solution for all of the 10 patients was 9 mm.  

 

 
Fig. 3: Spike interval results 

 
 

 
Fig. 4: Mean of the interval distance  

 
 

 
Fig. 5: Variance of the interval distance 
 
For visual appreciation, illustrative examples of 

the complete results of the integrated EEG-MRI 

approach for patients 3 and 5 are provided in Figures 
6 and 7.  

It is important to note that 6 of these 10 patients 
underwent successful surgical interventions. The 
other four patients had also successful surgical 
interventions but prior to this study, but our results 
did confirm the clinical findings. 

 
 

5   Conclusion 
This preliminary study evaluated an integrated 
approach to the 3-D localization of epileptic spikes.  
The full process integrated the Singular Value 
Decomposition (SVD) method in the analysis of 
EEG data, using the multimodal neuro-imaging 
software named CURRY to optimize the accuracy of 
the 3-D localization results.   The reconstructed 3-D 
sources correlated well with MRI lesions and 
complemented visual analyses of scalp EEG data. 
The superimposed images facilitated placement of 
intracranial electrodes for further defining the 
epileptogenic region and led to successful surgical 
interventions. 
 
 
 

 
Fig. 6: Results from the integrated EEG-MRI 

approach for the case of Patient 3: (a) EEG signals 
with interictal spikes extracted, (b) Lesion, (c) MRI 

representation of localization results  
+Result from CURRY      •Result from MRI 



 

 
Fig. 7:  Results from the integrated EEG-MRI 

approach for the case of Patient 6: (a) EEG signals 
with interictal spikes extracted, (b) Lesion, (c) MRI 

representation of localization results: 
+Result from CURRY      •Result from MRI 
 

The results of the interval analysis showed that 
the calculated 3-D sources were closest to the lesions 
corresponding to the peak of the spike. This finding 
may be because the peak by virtue of its highest 
electrical field values, best distinguishes the epileptic 
spike from the background activity. Nonetheless, 
interval analyses and moving dipole models provide 
a powerful tool for studying spikes propagation and 
have important pathophysiological implications.   

The results are most encouraging, considering 
that the 3-D sources were computed using only the 
standard 10-20 system electrode placement. The use 
of closely spaced electrode array and averaging of 
multiple spikes in each subject will likely enhance 
the precision of 3-D localization and add to the merit 
of this technique. The results were useful in surgical 
planning in six children that underwent successful 
resections. This integrated technique may be further 
compared to intracranial EEG data as our next 
research step. 

Selecting MRI as the true source was a 
compromise since it was the only additional source 
of information given against to which the method 
could be validated. Adding more modalities for 

validation would increase the credibility of the 
proposed approach. 

When dipoles are not localized close to the lesion 
shown in the MRI, the epileptogenic area could lye 
beyond the lesion. In this case, additional modalities 
should be taken into consideration. 

This study was limited to a single dipole model. 
Extending the analysis to multiple dipole to account 
for multiple foci would require (1) adapting the 
algorithm to 2, 3, 4, or more dipoles and running each 
model separately and (2) selecting the source 
localizations from the model which yields the best 
least square solution. All this would constitute a very 
interesting study that will be considered for future 
work. 
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