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Abstract: - In the real-world optimization problems, coefficients of the objective function are not
known precisely and can be interpreted as fuzzy numbers. In this paper we define the concepts of
optimality for linear programming problems with fuzzy parameters (FLP). Then by using the concept
of comparison of fuzzy numbers we transform FLP problem into a multiobjective linear programming
(MOLP) problem. To this end, we propose several theorems which are used to obtain optimal solutions
of FLP. Finally an example is given to illustrate the proposed method of solving linear programming
problem with fuzzy parameters (FLP).
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1 Introduction

Fuzzy linear programming (FLP) was first pro-
posed by Tanaka et al. [11] and Zimmermann
[16]. To solve FLP problems numerous methods
have been developed by different authors [15]. In
some of them, authors define a classic linear pro-
gramming model associated to the FLP problem
and then apply linear programming techniques
to obtain optimal solutions of the FLP problem
[4,7,10,14]. One of the most convenient meth-
ods is based on the concept of comparison of
fuzzy numbers by using ranking function, [5,12].
However it is clear that using a single rank-
ing function will produce too broad a summary
of the aforementioned information (as in prob-
ability theory when one uses only the average
value to represent a certain probability distrib-
ution). Therefore, a description based on more
than one characteristic seems more appropriate
[3,8]. In this paper, to remove the shortcom-

ing in applying ranking functions we associate
a k-dimentional vector of ranking functions to a
fuzzy number, where the components of this are
selected on the basis of the decision maker’s pref-
erences.
On the other hand, Maeda [7] formulated the
FLP problem as a two-objective linear program-
ming problem and Zhang et al. [14] formulated
it as a four-objective linear programming prob-
lem to solve FLP. The aim of this paper is to
extend the Zhang et al. method by using a vec-
tor of ranking functions. In fact we solve lin-
ear programming problem with fuzzy parame-
ters based on multiobjective linear programming
techniques.

The paper has the following structure. In sec-
tion 2, we present comparison of fuzzy numbers
by using ranking functions and review the con-
cept of optimality for MOLP. In section 3, we ap-
ply a vector of ranking functions to convert FLP
problem to a multiobjective linear programming
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problem. Also an example is presented.

2 Preliminaries

2.1 Vector ranking function
Let x = (x1, x2, . . . , xn)′, y = (y1, y2, . . . , yn)′ ∈
R n be two vectors, where ”′” denotes transpose

of the vector. Then we write x ≥ y if and only
if xi ≥ yi , for all i belong to N = {1, 2, . . . , n};
x > y if and only if xi > yi, for all i ∈ N ; x 6= y
if and only if xi 6= yi, for some i ∈ N .

Definition 2.1 [3] A fuzzy set ã on R is called
a fuzzy number if it holds:
1) Its membership function is upper semi contin-
uous.
2) There exist three interval [a, b], [b, c], [c, d]
such that ã is increasing on [a, b] , equal to 1 on
[b, c] ,decreasing on [c, d] and equal to 0 anywhere
else.

We denote the set of all fuzzy numbers by
F ( R ). A simple method for ordering the el-
ements of F ( R ) consists in the defining of a
ranking function R : F ( R ) → R which maps
each fuzzy number into a real number, where a
natural order exists. It is obvious that more than
one ranking function can be defined [2,3].

Based on the decision maker’s Preferences, as-
sume there exist k important attributes associ-
ated to fuzzy number ã such that the ”i” th of
them can be characterized by the ranking func-
tion Ri : F ( R ) −→ R . In this case, we asso-
ciate a crisp k-dimensional vector, R(ã), to ã as
follows:

R(ã) = (R1(ã), R2(ã), . . . , Rk(ã))′.

Definition 2.2 The vector function R(.), de-
fined as above, is called a vector of ranking func-
tions. Moreover, let ã and b̃ belong to F ( R ),
then :

• ã ≥
R

b̃ if and only if R(ã) ≥ R(b̃).

• ã >
R

b̃ if and only if R(ã) > R(b̃).

• ã =
R

b̃ if and only if R(ã) = R(b̃).

• ã 6=
R

b̃ if and only if R(ã) 6= R(b̃).

Also we write ã ≤
R

b̃ if and only if b̃ ≥
R

ã; ã <
R

b̃ if

and only if b̃ >
R

ã.

Example 2.3 Let ã be a fuzzy number.

a) For k = 1, we consider the Roubens
ranking function [1] which is defined as:

R(ãr) = 1/2
∫ 1

0
(infãr + supãr)dr,

where ãr is an r-cut of ã (0 < r ≤ 1) i.e,
ãr = {x ∈ R |ã(x) ≥ r}.

b) For k = 2, consider

R(ã) = (E(ã),−V ar(ã))′,

where E(ã) and V ar(ã) are the expectation and
variance of the density function associated with
ã. See [6].

c) For k = 3, consider

R(ã) = (V (ã), A(ã), F (ã))′

where V (ã), A(ã) and F (ã) are value, ambiguity
and fuzziness of ã, respectively, which are defined
as:

V (ã) =
∫ 1

0
r[Lã(r) + Rã(r)]dr,

A(ã) =
∫ 1

0
r[Rã(r)− Lã(r)]dr,

F (ã) =
∫ 1/2

0
[Rã(r)− Lã(r)]dr

+
∫ 1

1/2
[Lã(r)−Rã(r)]dr,

where Lã(.) and Rã(.) both from [0, 1] to R
defined by

Lã(r) =
{

inf{x|x ∈ ãr} ifr ∈ (0, 1],
inf{x|x ∈ Supp(ã)} ifr = 0.

Rã(r) =
{

sup{x|x ∈ ãr} ifr ∈ (0, 1],
sup{x|x ∈ Supp(ã)} ifr = 0.

See [2], [3].
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2.2 Multiobjective linear programming
In this subsection we briefly describe multiobjective
linear programming problem (MOLP) and the con-
cept of optimality for it.

Multiobjective linear programming problem
(MOLP) is defined as follows:

max z(x) = Cx,

s.t. Ax ≤ b,

x ≥ 0.

(1)

where C is the k × n matrix of coefficients of the
linear objective functions, A ∈ R m×n, b ∈ R m

and x ∈ R n.
For the sake of simplicity, we set X =

{x ∈ R n|Ax ≤ b,x ≥ 0}. Now, we review the con-
cept of optimality for MOLP as usual manner.

Definition 2.4 A point x∗ ∈ X is called a complete
optimal solution for MOLP if and only if z(x∗) ≥
z(x) for all x ∈ X.

Definition 2.5 A point x∗ ∈ X is called a pareto
optimal solution for MOLP if and only if there does
not exist another x ∈ X such that z(x) ≥ z(x∗) and
z(x) 6= z(x∗).

Definition 2.6 A point x∗ ∈ X is called a weak
pareto optimal solution for MOLP if and only if there
does not exist another x ∈ X such that z(x) > z(x∗).

Now, let Ec, Ep and Ewp be sets of all complete op-
timal solutions, pareto optimal solution and all weak
pareto optimal solutions for MOLP, respectively, then
it is easy to show that Ec ⊆ Ep ⊆ Ewp.

3 linear programming problem
with fuzzy parameters

In this section we introduce a linear programming
problem with fuzzy parameters, and then we define
optimal solutions for it. To this end we suppose that
R be any given vector ranking function.

Definition 3.1 The model

max z̃ =
R

c̃x,

s.t. Ax ≤ b,

x ≥ 0.

(2)

where A = (aij)m×n, b = (b1, b2, . . . , bn)′ and c̃ =
(c̃1, c̃2, . . . , c̃n) ∈ (F ( R ))n, is called a linear pro-
gramming problem with fuzzy parameters (FLP).

Definition 3.2 A point x∗ ∈ X is called an R-
optimal solution for FLP (2) if and only if c̃x∗ ≥

R
c̃x

for all x ∈ X.

Definition 3.3 A point x∗ ∈ X is called an R-
efficient solution for FLP (2) if and only if there does
not exist another x ∈ X such that c̃x ≥

R
c̃x∗ and

c̃x∗ 6=
R

c̃x.

Definition 3.4 A point x∗ ∈ X is called an R-weak
efficient solution for FLP (2) if and only if there does
not exist another x ∈ X such that c̃x >

R
c̃x∗.

Let XRO be the set of all R-optimal solutions, XRE

be the set of all R-efficient solutions and XRW be set
of all R-weak efficient solutions for FLP (2). Then by
definition, we have XRO ⊆ XRE ⊆ XRW .

Now, associated with the model (2), we consider
the following MOLP problem:

max z(x) = (R1(c̃x), R2(c̃x), . . . , Rk(c̃x))′,
s.t. Ax ≤ b,

x ≥ 0.

(3)

In a more compact format, MOLP (3) is written:

max{z(x) = R(c̃x)|x ∈ X}, (4)

where R(.) = (R1(.), R2(.), . . . , Rk(.))′.

The relationship between the optimal solutions of the
MOLP (4) and the model (2) can be characterized by
the following theorems.

Theorem 3.5 A point x∗ ∈ X is an R-optimal solu-
tion for the model (2) if and only if x∗ is a complete
optimal solution for MOLP (4).

Theorem 3.6 A point x∗ ∈ X is an R-efficient solu-
tion for model (2) if and only if x∗ is a pareto optimal
solution for MOLP (4).

Theorem 3.7 A point x∗ ∈ X is an R-weak effi-
cient solution for model (2) if and only if x∗ is a
weak pareto optimal solution for MOLP (4).
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A classic method to generate a pareto (weak
pareto) optimal solution of MOLP (4) is to use the
weighted sums of objective functions, i.e., to consider
the solutions of the following weighted problem:

Max{wR(c̃x)|x ∈ X} (5)

where w = (w1, w2, ..., wk) ≥ 0 and w 6= 0. Now, for
finding R-efficient solution or R-weak efficient solu-
tions of the model (2), it suffices to use the following
theorems.

Theorem 3.8 Let a point x∗ ∈ X be an optimal so-
lution of weighted problem (5) for some w > 0, then
x∗ is an R-efficient solution for model (2).

Theorem 3.9 Let a point x∗ ∈ X be an R-efficient
solution for model (2) , then x∗ is an optimal solution
of weighted problem (5) for some w > 0.

Theorem 3.10 Let x∗ be an optimal solution of
weighted problem (5) for some w ≥ 0 and w 6= 0,
then x∗ is an R-weak efficient solution for model (2).

Before closing this section, we shall give a numeri-
cal example for illustrating the method.

Example 3.11 Consider the following FLP problem:

max z(x) = c̃1x1 + c̃1x1,

s.t. x1 + 4x2 ≤ 14,

4x1 + 10x2 ≤ 38,

28x1 − 5x2 ≤ 14,

x ≥ 0,y ≥ 0.

(6)

where the membership functions of c̃1 and c̃2 are

c̃1(x) =


o x < 5,
x− 5 5 ≤ x < 6,
1 6 ≤ x ≤ 7,
(20− x)/13 7 < x ≤ 20,
0 20 < x.

and

c̃2(x) =


o x < 16,
x− 16 16 ≤ x < 17,
1 17 ≤ x ≤ 18,
(40− x)/22 18 < x ≤ 40,
0 40 < x.

Let, based on the decision maker’s preferences, we
consider K = 3 and

R(ã) = (V (ã), A(ã), F (ã))′

where V (ã), A(ã) and F (ã) are value, ambiguity and
fuzziness of ã, respectively, which are defined in pre-
vious section.
Note that

V (c̃1) = 8.5, V (c̃2) = 21,

A(c̃1) = 17/6, A(c̃2) = 2/3,

F (c̃1) = 3.5, F (c̃2) = 11.5.

So associated with problem (6), we have the following
MOLP :

max z(x) = (8.5x1 + 21x2, 17/6x1 − 2/3x2,

3.5x1 + 11.5x2)′,
s.t. x1 + 4x2 ≤ 14,

4x1 + 10x2 ≤ 38,

28x1 − 5x2 ≤ 14,

x ≥ 0,y ≥ 0.

(7)

To solve the above problem, we consider the following
weighted problem:

max w1(8.5x1 + 21x2)
+w2(17/6x1 − 2/3x2)
+w3(3.5x1 + 11.5x2),

s.t. x1 + 4x2 ≤ 14,

4x1 + 10x2 ≤ 38,

28x1 − 5x2 ≤ 14,

x ≥ 0,y ≥ 0.

(8)

From Theorem 3.8, if x∗ is an optimal solution to
the weighted problem (8) for some w > 0, then
x∗ is an R-efficient solution for model (6). The
solution of the problem depends on the choice of
the weights in problem (8). For example, if we set
w1 = 0.5, w2 = 0.25, w3 = 0.25, then the solution is
(x∗1, x

∗
2) = (1.0769, 3.2308).

4 conclusion

In this paper we consider a linear programming
problem with fuzzy parameters in objective function.
There are several approaches for solving this problem
which use different ranking function. To improve
the draw back of using a single characteristic, we
associated a k-dimensional vector ranking function
to a fuzzy number. Our aim is solving FLP based on
multiobjective linear programming techniques, as a
continuation of the Zhang et al. method by using
the vector ranking function.
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