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Abstract: - The main idea of image restoration in the blur space is first to obtain a sequenceof blurred images
using a set of known point spread functions. Extrapolation of this sequence of images with respect to the blur
parameter then gives the restored image. Usually, blur space restoration isdone in a non-iterative manner and the
amount of de-blurring is a parameter of the algorithm. In this paper, an iterative blur space restoration algorithm is
proposed. Because of a simple stopping rule, the de-blurring parameter does not need to be predefined. Moreover,
the proposed method contain a regularization procedure at pixel level that prevents edge overshooting. Results
showing the improved performance of the proposed method, as opposed tothe global methods, are presented.
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1 Introduction

In all image acquisition systems, digital images are
corrupted by blur and noise. Blur can be introduced
by the relative motion between the camera and the
scene, or by the optical system that is out of focus. In
the case of aerial images the atmospheric turbulence
can also introduce blur in the recorded images. Noise
is another important source of degradation and it can
be introduced by the recording medium (film, digital
sensor), the transmission medium, measurement, and
quantization errors. As a consequence, de-blurring
and de-noising are very important topics in image pro-
cessing and restoration. Many solutions have been in-
troduced in the open literature (see [1], [2], [3], [4],
[5], [10], [8] and the references therein).

When de-blurring is addressed, various proposed
algorithms are compared also from the noise ampli-
fication point of view. Some de-blurring algorithms
explicitly include a noise reduction method [1], [5],
whereas others do not address this problem [4].

Although one can make other classification of the
de-blurring methods, they are classified here as iter-
ative and non-iterative approaches. In non-iterative
methods, the result is obtained through a one pass pro-
cessing algorithm, e.g. Laplacian high pass filtering
[8], unsharp masking [10], blur domain de-blur [1],
frequency techniques [5] to mention a few. In itera-
tive methods, the result is refined during several pro-
cessing passes. The de-blurring process is controlled

by a cost function that sets the criteria for the refining
process, e.g. Least Squares method [8] or adaptive
Landweber algorithm [4].

In the above mentioned iterative methods, at each
iteration an estimate of the clean image is computed
and the accuracy of the estimation increases with the
number of iterations. However, typically after few it-
erations, there is not much improvement between ad-
jacent steps. Moreover, the continuation of the de-
blurring beyond a certain point might introduce an-
noying artifacts in the restored image (overshooting
of the edges due to over-emphasis of the details or
even false colors). As a consequence, algorithms for
convergence detection were also proposed in the open
literature (see [6] and the references therein). These
algorithms try to stop the iterations at an optimum
point (e.g. when the improvement in the restoration is
very small or when the restored image contains over-
shoots). Another iterative approach to solve the de-
blurring problem is to apply repeatedly a one step de-
blurring method with varying parameters and the best
result is kept (blind de-convolution). The main prob-
lem in these methods is to find a criterion to define the
best restoration result.

Our new approach belongs to the class of iterative
restoration algorithms in which a one step de-blurring
method is repeatedly applied to the observed image.
In the new method, a simple rule to measure the qual-
ity of the restoration at each iteration is defined. Based
on this rule the iterative restoration process is stopped



near an optimum point. Moreover, edge overshooting
is reduced by a local regularization technique. The
one step de-blurring method implemented in the itera-
tive process is the blur domain de-blurring from [1]1.

2 Existing Approach

Let us consider the following model of a degraded im-
age in the presence of additive noise:

I = h ∗ f + η (1)

whereI is the observed distorted image,f is the ideal
image,h is the point spread function (PSF),η is the
additive noise and∗ denote the convolution operator.

When the PSFh is Gaussian with varianceσ2 = v

the above equation can be written as follows:

I(v) = h ∗ I(0) + η (2)

whereI(v) denotes the fact that the observed image is
blurred with the parameterv andI(0) is the original
image (it can be considered to be blurred with param-
eterv = 0).

The goal is to findI(0) from the observed image
I(v). For doing this, an interesting approach was pro-
posed in [1] where extrapolation in the blur space is
used. The blur space restoration technique is based on
the compositional properties of the images blurred by
a Gaussian PSF (see [1] for more details).

The following non-iterative algorithm was detailed
in [1] for the 1-Dimensional case and the 2-Dimensional
implementation was also discussed (the observed im-
age is denoted asI(x, v0) with v0 being the original
blur andx the pixel coordinate):

1. Blur the observed image usingN Gaussian
PSF’s with variancesb1, b2, . . . , bN . The blurred im-
ages are denoted asIi(x) = I(x, v0 + bi) for i =
1, . . . , N .

2. Compute the derivatives of the imagesIi(x) as
follows:

I ′i(x) =
∂I (x, v0 + bi)

∂ (v0 + bi)
≈

1

2

∂2Ii(x)

∂x2
(3)

3. Choose weightsw0,i for each ofIi(x) andw1,i

for I ′x.
4. Choose the orderM of the polynomial that is

used to model the pixels in the blur space:

P (x; di) = c0(x) + c1(x)di + . . . + cM (x)dM
i . (4)

1Other non-iterative restoration methods can be accommo-
dated as well.

wherex denote the fact that different coefficients of
the polynomial are defined for different pixel posi-
tions x anddi = v0 + bi is the blur applied to the
ith image.

5. Solve the following system of2N equations, by
the method of least squares, to obtain the coefficients
ci(x).

w0,i

(

c0(x) + c1(x)di + . . . + cM (x)dM
i

)

=

= w0,iIi(x)

w1,i

(

c1(x) + c2(x)di + . . . + cM (x)dM−1

i

)

=

= w1,iI
′

i(x)
(5)

wherei = 1, . . . , N .
6. The pixel at positionx in the restored image is

equal to the value of the coefficientc0(x). This is the
value of the polynomial at the origin of the blur space
where blurring is zero.

In the above method, the original blurv0 in the
observed image has to be known in order to make the
exact restoration. In practice, this parameter is not
a-priori known and the image is de-blurred by a pre-
defined amount. Due to this fact it is interesting from
practical point of view to modify this method so that
the de-blurring parameterv0 can be approximated.

The above steps, detailed for the 1-Dimensional
case, can be extended for 2-Dimensional images using
the separability of a multivariate Gaussian [1]. Specif-
ically the above 1-dimensional method can be applied
first along the vertical dimension of the image and sec-
ond along the horizontal dimension of the image [1].
In a simple case of symmetrical PSF, the horizontal
and vertical blurring parameters are the same and the
formalism of (3), (4) and (5) remains.

The coefficientsw0,i andw1,i must be initialized
at the beginning of the algorithm. Based on their val-
ues, different approximations can be accommodated.
The technique of unsharp masking can be viewed as
a special case of the above method (whenw1,i = 0
for all i = 1, . . . , N ). Different numbers of blurred
imagesN and various parameters generate the whole
class of unsharp mask filters [1].

3 The Proposed Iterative Method

In this section, an iterative approach that is an ex-
tension of the method in [1] is introduced. The pro-
posed method is equipped with a stopping rule that
detects the optimum number of iterations and with a
regularization mechanism at pixel level, that prevents
overshooting of the image details. The main idea of



Figure 1: The block diagram of our proposed ap-
proach.

the regularization mechanism is to preserve the local
monotonicity of the input image. Specifically, pixels
where the sign of the local derivative changes, during
iterations, represents distorted edges. If such distor-
tions are larger that a predefined level the restoration
for those pixels is stopped. A similar mechanism is
also implemented for the stopping rule and both meth-
ods are detailed in the sequel.

The block diagram of our method is depicted in
Fig. 1 where the dashed line blocks refers to our novel
approach. Following this block diagram, the iterative
restoration method can be described by the following
steps:

1. Initialization of the parameters for de-blurring
algorithm.

In our approach we have used a simplification of
the blur space de-blurring from [1]. Specifically we
have used the following setup:w0,i = 1 andw1,i = 0
for all i = 1, . . . , N . A small de-blurring parameterp
was initialized at this step.

2. De-blurring of the observed image using the

non-iterative blur space restoration method with the
setup from the above step.

The amount of de-blurring isp and the de-blurred
image is denoted asIdb(x, y) = I(x, y, v0−p) (x and
y are the horizontal and vertical pixel coordinates).

3. Overshooting detection in de-blurred image.
The observed imageI and the de-blurred imageIdb

are scanned and the horizontal and vertical differences
between adjacent pixels are computed as follows:

ε1(x, y) = I(x, y) − I(x, y − 1),

ε2(x, y) = I(x, y) − I(x, y + 1),

ε3(x, y) = I(x, y) − I(x − 1, y),

ε4(x, y) = I(x, y) − I(x + 1, y),

ε5(x, y) = Idb(x, y) − Idb(x, y − 1),

ε6(x, y) = Idb(x, y) − Idb(x, y + 1),

ε7(x, y) = Idb(x, y) − Idb(x − 1, y),

ε8(x, y) = Idb(x, y) − Idb(x + 1, y) (6)

After that, the signs of the corresponding differ-
ences computed onI andIdb are compared. A pixel
for which the signs are not equal contains overshoot-
ing. If the amount of overshooting is above a certain
threshold the pixel is marked as done for the rest of
the iterations.

This step is implemented as follows:

if sgn (ε1(x, y)) 6= sgn (ε5(x, y)) or
sgn (ε2(x, y)) 6= sgn (ε6(x, y))

if abs (ε5(x, y)) ≥ T1 or abs (ε6(x, y)) ≥ T1

mask(x, y) = 0
endif

endif
(7)

whereT1 is a threshold andabs(x) the absolute value
of x.

The same procedure as (7) is applied also to the
horizontal differencesε3(x, y), ε4(x, y), ε7(x, y), and
ε8(x, y). The overshooting pixels are marked accord-
ingly.

4. Update the restored image. The pixels in the
final restored imageIr are updated with the corre-
sponding pixels from the imageIdb. Here, just the
pixels that were not marked as done are updated (pix-
els withmask(x, y) 6= 0).

5. Overshooting detection in the restored image.
After updating the restored image, the vertical and
horizontal differences between pixels are computed
similar to (6).

The signs of the corresponding differences com-
puted onI and on the restored imageIr are com-



pared (for both horizontal and vertical directions) as
follows:

if sgn (ε1(x, y)) 6= sgn (ε9(x, y)) or
sgn (ε2(x, y)) 6= sgn (ε10(x, y))

H(x, y) = min {abs(ε9(x, y)), abs(ε10(x, y))}
endif
if sgn (ε3(x, y)) 6= sgn (ε11(x, y)) or

sgn (ε4(x, y)) 6= sgn (ε12(x, y))
K(x, y) = min {abs(ε11(x, y)), abs(ε12(x, y))}

endif
(8)

whereε9(x, y), ε10(x, y), ε11(x, y), andε12(x, y) are
computed on the restored image similar toε5(x, y),
ε6(x, y), ε7(x, y), andε8(x, y) in (6).

6. Stopping rule. If the maximum value between
H(x, y) andK(x, y) is larger than a thresholdT2 the
iterative process is stopped. Otherwise, the de-blurring
parameterp is increased and the iterative process con-
tinue from step 2.

For the two thresholdsT1 andT2 we have used:

T1 = m1 × MAX and T2 = m2 × MAX (9)

whereMAX is the maximum pixel value in the ob-
served image andm1, m2 ∈ [0, 1].

By (9), we ensure adaptivity of the two thresholds
to the dynamic range of the input image. The param-
etersm1 and m2 are set up by the user and define
the amount of over emphasis of the details allowed
in the restored image (typically values in the interval
[0.1, 0.3] shown good restoration performances in all
our experiments).

4 Simulation Results

The performance of our approach is compared with
the non-iterative approach detailed in [1] for the noisy
and noise free input.

For the noise free case, the observed image was
obtained by blurring a clean image with a11 × 11
Gaussian PSF with variancev0 = 2. The blurred im-
age and the restored images, using our proposed ap-
proach and the method in [1], are shown in Fig. 2.
For the algorithm introduced in [1], two situations are
considered:p = 2 (the original blurv0 = 2 was as-
sumed to be known) andp = 3.5 (the original blur is
erroneous estimated). We notice the overshooting of
the details for the non-iterative method withp = 3.5
whereas our proposed method provide better restora-
tion result.

In the noisy case, the blurred image was further
degraded by adding a zero mean Gaussian distributed

noise with varianceσ2
n = 5. The observed image and

the results of both restoration methods are shown in
Fig. 3. The method from [1] was implemented again
with p = 2 andp = 3.5. No noise reduction algorithm
was included in the restoration process therefore, in
Fig. 3, the effect of noise amplification is evident. For
our proposed iterative algorithm the de-blurring step
was initialized atp = 0.1 and was increased with0.1
at each iteration. The other parameters of the com-
pared methods wereN = M = 3, m1 = m2 = 0.2.

The ISNR values shown in Table 1 also suggest
that, for the noisy case, the iterative method provides
more robust restoration. For the noise free case the
new method has the same performance as the one in
[1] with exact knowledge of the blur parameter. From
the results shown here, it can be concluded that our it-
erative method stops near an optimum point such that
there is no need to know the amount of blur present
in the observed image. Moreover, the regularization
mechanism prevents edge overshooting as it can be
clearly seen in Fig. 2 and Fig. 3.

Table 1: ISNR for the compared implementations.

Noise Proposed
Algorithm
from [1]

(p=2)

Algorithm
from [1]
(p=3.5)

σ2
n = 0 1.86 1.86 -6.19

σ2
n = 5 -0.16 -8.40 -17.15

5 Conclusions

An iterative algorithm for image restoration in the blur
domain is introduced. It does not necessitate knowl-
edge of the blur parameter in the observed image. The
proposed algorithm uses a simple stopping rule that
finds the optimum number of iterations and a regu-
larization mechanism that controls edge overshooting.
Simulations performed on artificially degraded images
shown good performance and robustness of the pro-
posed method. The proposed stoping rule and regu-
larization mechanism can be accommodated in sev-
eral other iterative and non-iterative restoration algo-
rithms.
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