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Abstract: - Image compresson of hyperspectra sounder data is necessary because of the large storage
requirements. The main objective of this paper is to present an efficient method for prediction coefficient
esimation. The estimation is performed on a subset of the dl image data points. The compression retio remains
amogt the same with our method, a the same time the compression time is reduced to the haf of the origind

compression time.
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1 Introduction

The main objective of this paper isto present
an dfident predictor for losdess compresson of
hyperspectral sounder data Image compresson is a
very important problem in the image-processing field
snce very large images require a large amount of
storage space. One example of very large images is
those taken with hyperspectral sensors. Hyperspectra
images can be defined as images with a high spectrd
resolution, typicaly 100 to 300 different wavelengths
[7]. The hyperspectrd sounder imeges usad in this
research are taken with a Hyperspectra
Environmenta Sensor (HES).

The hyperspectrd image has two gspdtid
dimensons and one spectrd dimension The resdud
data produced by the compresson dgorithm is the
coded difference between the origind data and the
predicted value. The origind data can be recovered
from the coded resdud vaues. Different types of
losdess compression agorithms based on prediction
are wd| documented in the literature [1]-[4].

2 Theor etical background.



2.1 Hyper spectral Image Data

Different ingruments are used for the
acquigtion of the data data a different wavelengths.
An example of this type of indrument is a
hyperspectral sensor. These sensors acquire datain a
vast number of narrow and contiguous spectra bands,
thus the use of the term hyperspectra. The
hyperspectrd  sensors employed in this work are
HES.

In the 3D sounding data, captured by AIRS, each
image has 2108 gpectral bands, 135 scan lines
containing 90 crosstrack footprints per scan line
tempora and spectrd resolutions is over thousand
infrared channels and with spectra widths of the order
of 0.5 wave number [2].

2.2 Spectral and Spatial Information

The god of the losdess compresson of the
hyperspectrd image is efficdency. Naturdly dl the
information from the origind image has to be
mantained. Linear predictors are used for losdess
compresson because of ther efficiency.

There exigts two kinds of information in the
hyperspectral images to make the prediction, spatia
and spectra information.

The losdess compresson agorithms can be
seen as conggting of two stages: aprediction stage in
which pixel vaues are predicted and acoding sagein
which difference between the origind and predicted
vaues is computed and encoded. One of the most
effident linear prediction methods for HES images is
introduced in [3].

The man purpose of a linear prediction
dgorithm is to establish interpixel dependencies using
linear mathematica functions [7]. Then, based on this
dependency we use only few pixe to find vaues of dl

other pixels. Pixels from the current and any previous
bands can be involved. It will be explained in depth in
Section 3.

Future random variables are predicted from past and
present observable vaues in a prediction sage.
Therefore, a prediction can be seen as adatidicd
estimation procedure. Linear prediction predicts the
vaue for the next sample and computes the difference
between predicted vdue and the origind vaue [3].
Prediction of any current sample from some previous
samples can be defined usng linear or non-linear
methematical function. [7]

2.3 Yectral linear prediction with DPCM

This scheme, introduced in [3], uses a
technique which implies prediction of each image
band by involving number of bands dong the image
spectra. Each pixd is predicted using information
provided by pixds in the previous bands in the same
goatid pogtion. An estimate for each pixd vdue is
computed in the following way:
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where, R, Iis the vaue of the pixe a band z in
spatid  location  (Xy), &, denote prediction
coefficients (i =1....M), and M is the number of the
image bands involved in prediction.

For each band the linear prediction is computed in
such a way that the prediction coefficients minimize
the expected value of the squared residual:
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The entropy coding of the resdud is performed band
by band. Prediction coefficients are saved in afile that
in entropy coded using an 8-bit entropy coder. The
entropy coding part is performed with a range coder.
The range coder used in our schemes is the
Lundqvig’'s range coder [6].

3 Improvement DPCM in terms of time
complexity

The idea is to reduce the time complexity of
DCPM. Badcdly what we ae doing in this
improvement of DPCM is to reduce the number of
the steps given for the loops when we are filling the
matrices that are required to calculate the regression
coefficients. It means that the two matrices, one
vector of observations that contain dl the pixelsin the
band, and one matrix of the levels of the independent
vaiables, which peform the caculation of the
regressions coefficients, are going to be smaller, more
exactly smdler in number of rows Normdly for
DPCM the number of rowsin these matrices were the
totd number of pixes in the band, it was
number_of rows = N*M, where N and M are the
goatid dimensons of the image. Now it can be
reduced to: number _of rows= éadlg &MQ
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wherem>0 | N. So that every mth pixd of every
row/column is selected. Asyou will seein the Section
4, we have to sdlect aright value of min order not to
reduce compresson ratio, because with the reduction
of gze of both matrix, the coefficients got are not so
accurate as with the normal matrix. So the ided would
be to sdlect aright value of min order to appreciate
an improvement in the time complexity and not
appreciate adecrease in the compress ratio.

4 Experimental Results

Algorithm described in Section 3 has been tested on
HES ars _gran images. The images are avalable a
[5]. For more information about these imges see
Section 2.1.

The tests have been performed in computers with the
following resources:

AMD Athlon Thunderbird 1200 MHz,

1024 MB ECC SDRAM,

Operating sysem: Debian GNU/Linux 3.0

Attributes of the tables:
Input Attributes:
m : the vaues indicates the factor by which
the sampling for the coefficient esimation is
reduced
Output Attributes (Results):
CR: Compression Raio
Time: time of execution[9]
When the vadue of the dtribute m = 1, the results
correspond to the normal DPCM.

From the results in the Table 1 it can be seen that as
the mincreases and the compression time decreases
the compression ratio drops only dightly for smdl
vaues of m(m=1..3). The same phenomenon can be
observed from Figure 1 that shows the ratio between
average compression ratios for different vaues of m
and normad DPCM (m=1). Figure 2 illudrates the
compresson timein smilar fashion.

Table 1. Average resultsfor the 10 HES images.

CR | time]s]

2.193 | 530

2.189 | 259

2.183 | 217

2177 212
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2.169 | 203
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Figurel. Percentage of the compression ratio compared to
the normal DPCM as afunction of “m”.

1

Figure?2. Percentage of the compression time compared to
the normal DPCM as afunction of “m”.

5 Conclusions

The spectral DPCM method is responsible for the best
compression ratios known today for hyperspectral
sounder images. The spectra prediction procedure is
rather time consuming and for this reason we have
modified our origind spectral DPCM method. The
compression ratio remains dmost the same with our
modified method, a the same time the compression
time is reduced to the hdf of the original compression
time.
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