ROUTING AND WAVELENGTH ASSIGNMENT FOR A CLASS OF REGULAR OPTICAL WDM NETWORKS UNDER WIDE-SENSE NONBLOCKING MULTICAST
[image: image1.wmf]
Abstract: - Multicast connections need to be established in an all-optical network when the information from a single source is to be distributed to a number of destinations. A set of multicast connections that do not involve the same source wavelength at the input side and the same destination wavelength at the output side is referred to as multicast assignment. This becomes an important requirement in high- performance networks. In this paper, we study multicast communication in a class of optical WDM networks with regular topologies such as cube-connected cycles, butterfly, pyramid, shuffle-exchange and de Bruijn. For each type of network, we have derived the necessary and sufficient conditions on the minimum number of wavelengths required for a WDM network to be wide-sense nonblocking either by some commonly used routing algorithms or under our proposed heuristic algorithms  incorporating  certain commonly used routing algorithms depending on the network.
Key-Words: - multicast, wavelength division multiplexing(WDM), wide-sense nonblocking, Routing algorithm, wavelength assignment algorithm, regular topologies.
1 Introduction

Recent trends in communications indicate that multicast, the capability of sending information from a single source node to multiple destination nodes, is becoming an important requirement in high performance networks. Typical multicast applications includetele/video conferencing, e-commerce, multi-person conference and HDTV program. Wavelength division multiplexing (WDM) is a promising technique to utlize the enormous bandwidth of the optical fibre into multiple communication channels with bandwidths compatible with the electronic speed of the end users. Hence multicast can be supported more efficiently in optical domain by utilizing the inherent light splitting capability of optical switches than copying data in electronic domain. In all optical networks, the data remain in the optical domain throughout their paths except at the end nodes. Such paths are termed as lightpaths. In the simplest WDM networks, a connection between two nodes must use the same wavelength within the lightpath. This requirement is referred to as the wavelength continuity constraint.In general, an optical WDM network consists of routing nodes interconnected by point-to-point fibre links, which can support a certain number of wavelengths. We assume each link in the network is bidirectional and actually consists of a pair of unidirectional links with one link in each direction. A connection or a lightpath in a WDM network is an ordered pair of nodes (x,y) corresponding to transmission of a packet from source x to destination y. We Assume that no wavelength converter facility is available in the network, as such converters are likely to be prohibitively expensive.. Thus, a connection must use the same wavelength throughout its path. In this case, the lightpath satisfies the wavelength-continuity constraint. We also assume that no light splitters are equipped at each routing nodes.
The nonuniform nature of multicast communication makes the study of multicast communication much more difficult and complex than that of unicast communication. Hence in this paper we study a well defined type of multicast communication pattern referred to as multicast assignment. A set of multicast connections that do not involve the same source wavelength at the input side and the same destination wavelength at the output side is referred to as multicast assignment. In other words,  multicast assignment involves transmitting information from a single source node to multiple destination nodes with no overlapping allowed among the destination nodes of different source nodes. Multicast assignments have already been considered in the literature [1-3]. To eliminate the need for costly O-E-O conversion (i.e., conversions between optical and electronic signals), it is desirable for a multicast WDM network to be nonblocking. A network is said to be nonblocking for multicast assignments if for any legitimate multicast connection from a source node to a set of destination nodes, it is always possible to provide a connection path through the network to satisfy the connection request without any disturbance to existing connections. In such networks if a route is dedicated for a request, it can not be rerouted in the future to accommodate later requests. In that case the network is said to be wide-sense nonblocking. 
In this paper, We consider some regular  networks, such as  pyramid, butterfly, cube-connected cycles, shuffle-exchange and de Bruijn for determining the minimum number of wavelengths required for a WDM network to be wide-sense nonblocking for arbitrary multicast assignments (denoted as ww ) under our proposed heuristic algorithms  incorporating  some  commonly used routing algorithms. We expect the results obtained for it to be representative of the performance obtainable from practical long-haul networks. In addition to long-hall networks, these networks themselves can be a good candidate for a multicast optical cross-connect (OXC) architecture due to their nonblocking multicast capability.

 
The rest of the paper is organized as follows. Sections 2-4 derive the necessary and sufficient conditions on the number of wavelengths for  cube-connected cycles, butterfly, pyramid, shuffle-exchange and de Bruijn, respectively. Finally, Section 5 summarizes the results obtained in this paper and points out some future work.
2 Cube-Connected Cycles And  Butterfly
In our analysis of wide-sense nonblocking conditions for a WDM cube-connected cycles and butterfly, we combine the advantages of ring and hypercube network. Hence we incorporate both shortest path routing algorithm for ring and e-cube routing algorithm for hypercube in our proposed algorithm.
2.1. Cube-Connected Cycles 
Definition 1: A cube-connected cycles with N = k2k nodes, is a k-dimensional hypercube whose 2k “vertices” are actually cycles of k nodes. For each dimension, every cycle has a node connected to a node in the neighboring cycle in that dimension. The connection through the cycles of the cube-connected cycle network is always unidirectional (i.e. in the counter clockwise direction) and the connections  through the dimensions are bidirectional  
Definition 2: Every node in the cube-connected cycles network is represented by two subscripts        ( i, j ). The subscript i denotes dimension and the subscript j denotes the vertex. The node ( i, j ) is connected to node ( i, m ) where j ( m.  
Routing Algorithm.
The proposed routing algorithm for this kind of network is described as follows.
 Let si,j and di,j be source and destination nodes respectively. The subscripts i and j represent the dimension  and vertex of hypercube respectively.
Step1) If j takes the same value in both source and destination (i.e.,  the source and destination are in the same vertex) then apply shortest path algorithm to  reach the required destination since the routing algorithm is unique for a ring network.

Step2) When j takes distinct values in si,j and di,j (which means the source and destination are in different vertices) we apply e-cube routing algorithm to move from si,j to di,j. The only consraint in this is that the node with a particular dimension in a cycle is connected to the node of corresponding dimension in the neighbouring cycle  ( see definition 2 and example in fig.1; the node p32 connects p36, p12 connects  p13, p22 connects p20 and so on, in the respective neighboring cycles). Hence before moving from one vertex to another vertex using e-cube routing algorithm, it is essential to move to the appropriate node in the same cycle using shortest path (in the counterclockwise direction )which connects the next intermediate node of  corresponding dimension in the neighbouring cycle.     
This is illustrated by an example using the network shown in fig.1.Let p20 be the source and p27 be the destination. According to e-cube routing algorithm, the routing between  p20 and p27 takes place through the vertices, 0 to 1, 1 to 3, and 3 to 7. Since the source node is p20 and the vertices 0 and 1 are connected by the nodes p10 and p11(both nodes have corresponding dimensions), first we have to move from p20 to p10 so that we can reach vertex 1 by moving from p10 to  p11. If we proceed in this 
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manner, we obtain the following routing to reach from p20 to p27: p20 (p10(p11(p21(p23(p33(p37( p27 
Theorem 1: The necessary and sufficient condition for a WDM cube-connected cycles network with          N = k 2k nodes to be wide-sense nonblocking for any multicast assignment under the proposed routing algorithm is the number of wavelengths                 ww = N-(k+1).
Proof: sufficiency: 
.In a cube-connected cycle network there exists k dimensional hypercube whose 2k vertices are actually cycles of k nodes and for each dimension every cycle has a node connected to a node in the neighboring cycle in that dimension. To determine the sufficient number of wavelengths for a multicast assignment, we assume the connections in the same direction use different wavelengths. Similarly, if an existing connection is released, the wavelength it used can be reused by a new connection in either direction. We also assume that the connection through the cycles of the cube-connected cycle network is always unidirectional (i.e. in the counter clockwise direction) and the connections  through the dimensions are bidirectional. In such a case, for any source, there exists only two paths of connections to reach any destination, one through the cycle path in which the source node appears (i.e. in the anticlockwise direction starting from the source) and another through the dimension path which connects the source node to a node in the 
neighboring cycle. When these two paths do not interfere with each other we can use common wavelengths  in both of  these paths.
According to the proposed algorithm, a source node 
of dimension i (where i ( k) takes routing only through this dimension path to reach the neighboring cycle, if the direction bit determined from e-cube routing algorithm is equal to 1 and if the position of that direction bit matches with the dimension i. Now, if any  higher order direction bits determined are also equal to 1, then further routing takes place to other cycles from the current neighboring cycle. Since each cycle has k nodes, it would be possible to cover more than k nodes in this case. On the other hand if the dimension of the source node is k and if the MSB of the direction bit alone is 1 then the routing through this dimension path covers only k nodes. This is due to the fact that no more direction bits are available to take further routing through this dimension path. This is the worst case of the multicast assignment. Also the routing for the rest of the destination nodes follows through the path of the cycle in which the source node is present. Since the total number of destination nodes are N-1 and only k nodes are covered through the dimension path in this case, k wavelengths can be used in common as these two paths (cycle path and dimension path ) do not interfere with each other. Hence N-k-1 wavelengths are sufficient. Thus we have ww ( N-(k+1).

. 

Nessecity: Consider the multicast assignment in fig.1 in which node p30 is the only source of all connections and all the remaining N-1 nodes are destinations  Let us calculate the direction bits for the destination nodes p14, p24,and p34.  The direction bits are 100 for all these three nodes. Hence the source node p30  must share the link p30( p34 in the dimension path 3 to reach  all these destinations  This is because when the MSB of ri is 1, the source node p30 first reach the destination p34 and then proceed to p14, and p24. As there are no more bits available in the direction bits we could not reach any other destination using this path. Also to reach any of the remaining destinations, at least one of the direction bits of ri for i ( k must be 1. Hence we must use the path of the cycle which must share the link p30( p10  to reach all the remaining destinations. As these two links p30( p34 and p30( p10  do not interfere with each other, the number of connections share this link  p30( p10 is  N-k-1.  Therefore at least N-K-1 wavelengths are required for this multicast assignment which indicates   ww ( N-(k+1).
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2.2. Butterfly
Definition 3: A butterfly network with                     N = ( k + 1 )2k nodes divided into k + 1 rows, each containing n = 2k nodes. The rows are labeled 0 through k. The rows 0 and k are combined , giving each node four connections to other nodes.
Definition 4: Let node ( i, j ) refer to the jth node on the rank, where 0 ( i ( k and 0 ( j ( n. If node ( i, j ) is connected node ( i-1, m ), then node (i, m ) is connected to node ( i-1, j ) where m is the integer found by inverting the ith most significant bit in the binary representation of j.


When the rows 0 and k of a butterfly network are combined, it becomes a cube-connected cycles network. The cycles of k nodes are formed by the column nodes  of a butterfly network. The only slight difference is that, if  node ( i, j ) is connected node ( i-1, m ) in the butterfly network, where j ( m, then node ( i, j ) is connected node ( i, m ) in the cube-connected cycles network. However, this will not affect our result. Hence the routing algorithm and as well as the necessary and sufficient conditions applied to a cube-connected cycles  network will also be applicable to a butterfly network, provided the total number of nodes in both networks are same.
Therefore the necessary and sufficient condition for a WDM butterfly network with N = k 2k(with ranks 0 and k combined)nodes to be wide-sense nonblocking for any multicast assignment under the proposed routing algorithm is the number of wavelengths ww = N-(k+1).
Wavelength assignment algorithm
Step 1) Initially, let T0 and T1 to empty, and assign wavelengths (w0, w1,…wn-k-1) and (w0, w1,…,wk) to Tw0 and Tw1 respectively.
Step 2) When a new connection is requested, if it is in dimension path assign to it
a wavelength that is in Tw1, but is not used in T1, then add this wavelength to T1 . If it is a path through the cycle, assign to it a wavelength that is in Tw0, but is not used in T0, then add this wavelength to T0. 
Step 3) When an existing connection is released, if it is a dimension path connection , delete the wavelength it used from T1. If it is a cycle path connection, delete the wavelength it used from Tw0.

End.
3 Pyramid  Networks
In this section, we consider WDM pyramid network for our analysis of wide-sense nonblocking conditions. The pyramid network can be seen as an attempt to combine the advantages mesh networks with those of tree networks. Hence our proposed algorithm incorporates row-major shortest path routing algorithm.
Definition 5: A pyramid network of size k2 is a complete 4-ary rooted tree of height log 2 k augmented with additional intermediate node links so that the nodes in every tree level form a 2-D mesh network. A pyramid of size k2 has at its base, a 2-D mesh network containing k2 nodes. The total number of nodes in a  pyramid of size  k2 is (4k2-1)/3. The levels of the pyramid are numbered in ascending order such that  the base has level number 0 and the single node at the apex of the pyramid has level number log 2 k.
[image: image4.png]



A pyramid network of size 16 is shown in fig.2
Routing algorithm:
Begin
let source = s(p,q,r); dest = d(p,q,r); intermediate node  = xi(p,q,r);
i = r-1;
if, d(p,q,0); then xi(p,q,r) = s(2*p,2*q,r-1);
for i ( r-1
{xi -1 (p,q,r) = xi(2*p,2*q,r-1);
repeat until i = 1;}
dest(p,q,r) ( xi-1(p,q,r) 
else
xi(p,q,r) = s(2*p+1, 2*q+1, r-1) ( s(2*p, 2*q+1, r-1) ( s(2*p+1, 2*q, r-1);
for i ( r-1*q,r-1);
{xi -1 (p,q,r) =(xi(2*p+1, 2*q+1, r-1)) ( (xi (2*p, 2*q+1, r-1)) ( (x i(2*p+1, 2*q, r-1));
epeat until i = 1;}
dest(p,q,r) ( xi-1(p,q,r) 

end.
Theorem: 2 The necessary and sufficient condition for a WDM pyramid network of size k2 with N = (4k2-1)/3 nodes to be wide-sense nonblocking for any multicast assignment under the proposed algorithm is the number of wavelengths ww =  k2
Proof: sufficiency: In a pyramid network the nodes in every tree level form a 2-D mesh network with rows and columns are equal. Hence a pyramid of size k2 has at its base a 2-D mesh network containing k2 nodes (i.e. at level 0). However, the total number of nodes in a pyramid network of size k2 is  (k2 –1)/3. Since k2 ( (k2 –1)/3, the total number
 of nodes in the base level is more than three times greater than the total number of nodes in all the remaining levels. To determine the sufficient number of wavelengths for a multicast assignment we assume the connections in the same direction use different wavelengths.  
According to the proposed algorithm, the paths which are chosen to reach destinations at level 0 and to reach destinations at other levels will not interfere with each other. Hence wavelengths used for level 0 destinations can also be used for the remaining levels destinations as well. As the total number of destination nodes in level 0 is k2 and also  more than three times  the total destination nodes of the remaining levels,  k2  wavelengths are sufficient.
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Alternately if we choose any source node at the base level and the destinations at the same level and as well as other levels, the paths for the destinations at level 0 will not interfere with the paths of  destinations of other levels as the latter takes vertical path to move from one side of the mesh to the other side of the mesh and the former takes the paths across the mesh. . Also the number of destination nodes covered by level 0 is more than three times greater than the total destination nodes of the remaining levels. Hence k2 wavelengths are sufficient. Thus we have  ww ( k2 
 Necessity: Consider a source node s0,0,0 at apex level. To reach all the destination nodes at the base level from this source, k2 connections are required since there are k2 destination nodes are available at the base level. Under the proposed routing algorithm, regardless of the order these k2 connections are satisfied, they must share links (0,0,log2 k)( (0,0,(log2 k)-1) ((0,0, (log2 k)-2) (…((0,0,2) ((0,0,1) ((0,0,0).     For other destinations in the remaining levels they share links using remaining three vertical paths which will not interfere with links used for base level. As the connections k2 at base level is more than three times greater than the connections at remaining levels, we need k2 wavelengths at the worst case. This indicates that at least k2 wavelengths are needed for all connections in the multicast assignment which implies ww ( k2
Wavelength assignment algorithm in a pyramid network.
Step 1) Initially let both T0 and T1 be empty. Let Tw0  contain k2 wavelengths. Also put these wavelengths in  Tw1. 
Step 2) If the destination is at level 0, assign a wavelength that is in Tw0 but not in T0 to this new connection, and add this wavelength to T0 and delete it from Tw0
Step 3) If the destination is at any other level , assign a wavelength that is in Tw1but not in T1 to this new connection, and add this wavelength to T1 and delete it from Tw1

End.
4 Shuffle-Exchange and de-Bruji
4.1 Shuffle-exchange 
A shuffle-exchange network with 16 nodes is shown in fig.4. we use breadth-first search  routing algorithm[5] for this network. As this network has unidirectional shuffle connections and bidirectional exchange connections, there are only  two possible directions for any connection in this kind of network. The following theorem gives the wide-sense nonblocking condition for a WDM shuffle-exchange network.
Theorem 3: The necessary and sufficient condition for a WDM shuffle-exchange network with n = 2k nodes to be wide-sense nonblocking for any multicast assignment under the proposed routing algorithm is the number of wavelengths ww = N-1
Proof: The shuffle-exchange network has unidirectional shuffle connections and bidirectional exchange connections. Hence there are only two possible directions for any connection in this network and each connection between a source and destination is either rightward or leftward. In this case, we consider this network as linear array. The necessary and sufficient condition for a linear array with n nodes to be wide-sense non-blocking for any multicast assignment  is the number of wavelengths ww =  N-1.
4.2 de-Bruijn
Fig.5 shows a 16 node de-Bruijn network. In such a network all the connections are unidirectional except the end node connections which are bidirectional. Hence this network also can be considered as linear array. Hence the routing algorithm and as well as the necessary and sufficient conditions applied to a shuffle-exchange network will also be applicable to a de-bruijn network, provided the total number of nodes in both networks are same.
Therefore the necessary and sufficient condition for a WDM de-Bruijn network with n nodes to be wide-sense nonblocking for any multicast assignment is the number of wavelengths ww = N-1.
Table.1
Wavelength requirement for a WDM Network to be Wide-Sense Nonblocking for anyM multicast Assignment
	Network Topology
	Routing Algorithm 
	No. of wavelengths required

	N=(k2k)  Node Cube-connected cycles
	Heuristic algorithm by incorporating e-cube and Shortest path.
	N-k-1

	N=(k2k) Nodes Butterfly
	Heuristic algorithm by incorporating e-cube and Shortest path.
	N-k-1

	N=(4k2-1)/3 Node Pyramid
	Heuristic algorithm
	K2

	N nodes Shuffle-exchange 
	Shortest path
	N-1

	N nodes de-Bruijn
	Shortest path
	N-1


5 Conclusion

In this paper,we have derived the necessary and sufficient conditions on the minimum number of wavelengths required for a class of WDM optical networks to be wide-sense nonblocking, either under some commonly used routing algorithms or under our proposed heuristic algorithms  incorporating  certain commonly used routing algorithms  . The networks considered include: cube-connected cycles, butterfly, pyramid, shuffle-exchange and de Bruijn. Our results are summarized in Table 1. An interesting future work is to determine the nonblocking conditions for multicast assignments in WDM networks with wavelength converters.
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Fig.1.Cube – Connected Cycles Network with 24 nodes.


TThe first subscript of each node denotes the rank; the second subscript of each node denotes the column.
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Fig.2
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Fig-3 A Pyramid network of size 16
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Fig 4. Shuffle –Exchange Network With Sixteen Nodes
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Fig 5 . A 16 – Processor Debruijn Network
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