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Abstract: - The use of renewable energy sources becomes more necessary and interestingly, wider application 
of renewable energy devices at domestic, commercial and industrial levels is not only resulted in greater 
awareness but also significantly installed capacities. In addition, biomass principally is in the form of woods 
and more than that used in form of energy by humans for a long time. Gasification is a process of conversion of 
solid carbonaceous fuel into combustible gas by partial combustion. Many gasifier models have various 
operating conditions thus the parameters were kept in each model are different. This study applied the 
experimental data which have three inputs that are biomass consumption, air flow rate and ash discharge rate 
and one output is gas flow rate. For this paper, response surface methods was used to identify the gasifier 
system equation that suitable for this experimental data in this paper and the method were used to identify 
gasifier system model were multiple linear regression, quadratic model and cubic model. In the result, cubic 
model was better way from three methods to get the answer. 
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1 Introduction 
The use of renewable and sustainable energy 
resources will play a major role in many aspects of 
electricity generation. In particular, due to 
environment issues and ever increasing energy 
demands, the world is forced to look for alternative 
energy sources. Also, it is anticipated that shortage 
of hydrocarbon fuel will be inevitable. In terms of 
population growth, it has been estimated that by the 
year 2060, the world population will be in excess of 
12 billions. Currently, over 80% of the crude oil 
reserves are under the control of only eight 
countries. Therefore, a number of strategies, such as 
special tariff and subsidy agreements, have been 
established in many countries in order to stimulate 
the research and utilization of alternative energy 
sources [5].   

Biomass is organic material, which has stored 
solar energy from sunlight in the form of chemical 
in the plants through the process called 
photosynthesis. Biomass fuels include agricultural 
wastes, crop residues, wood, and woody wastes etc. 

Unless like fossil fuels biomass does not add carbon 
dioxide to the atmosphere as it absorbs the same 
amount of carbon while growing. It is the cheapest, 
eco-friendly, renewable source of energy [4]. 

Power generation from biomass has emerged as a 
very interesting complement to conventional 
sources of energy because of its contribution to the 
reduction of the green house effect [1]. Biomass is 
recognized to be one of the major potential sources 
for energy production. There has been an increasing 
interest for thermochemical conversion of biomass 
and urban wastes for upgrading the energy in terms 
of more easily handled fuels, namely gases, liquids, 
and charcoal in the past of decade. It is a renewable 
source of energy and has many advantages from an 
ecological point of view [2]. Biomass fuels are 
characterized by high and variable moisture content, 
low ash content, low density, and fibrous structure 
[3]. 

Biomass gasification is a technology that 
transforms solid biomass into syngas. It is important 
and efficient energy conversion technology along 
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with interventions to enhance the sustainable supply 
of biomass fuels can transform the energy supply 
situation in rural areas [2]. 

Gasifier system is an important part to produce  
fuel gas. This paper studied the experimental data 
which have three inputs that are biomass 
consumption, air flow rate and ash discharge rate 
and one output is gas flow rate. This is the energy 
conversion technologies which is suitable for small-
scale.  

The response surface method has been widely 
used in practical engineering design optimization 
problems [6]. This method originates from science 
disciplines in which physical experiments are 
performed to explore the unknown relations 
between a set of variables and the system output, 
and these unknown relations are modeled as 
polynomials using the least square method. These 
straightforward polynomial models allow the 
objective and constraints of the optimization to be 
evaluated quickly to obtain better search points for 
more accurate surrogate models and eventually 
converge to the global optimum [7].     

This paper is divided into five sections. Section 2 
presents gasification system. Section 3 presents 
response surface method. Section 4 shows results. 
Finally, conclusions are presented in section 5. 
 
2 Biomass Gasification 
Biomass gasification is a Technology that 
transforms solid biomass into syngas ( hydrogen and 
carbon monoxide mixtures produced from 
carbonaceous fuel). Biomass fuels are characterized 
by high and variable moisture content, low ash 
content, low density and fibrous structure. In 
comparison with other fuels, they are regarded as of 
low quality despite low ash content and very low 
sulfur content [1]. Biomass gasification system 
consists of 2 main parts. They are gasifier and gas 
cleaning system. For the first part, this paper used 
downdraft gasifiers which are simple and robust. 
The gas exiting the reactor flowed through a cyclone 
and scrubbers just to remove a dust and the tars. 
Next, the clean gas passed through several heat 
exchangers to condense water vapor. After that, the 
gas was conditioned to be used in the internal 
combustion engine [1]. Figure 1 show the biomass 
gasification system which consists of gasifier, gas 
cleaning system and engine-generator. 
 
2.1 Gasifier  
Biomass gasification converts solid biomass into 
more convenient gaseous form. This process is 
made possible in a device called gasifier. The 

gasifier was a cylindrical reactor which had the 
moving bed of biomass rested on a perforated 
eccentric rotating grate which was at the bottom of  

 
 

Fig.1 shows biomass gasification system. 
 
the gasifier. The ash fell through the perforated 
grate to be collected in a lower chamber. The 
biomass feeding at the top of gasifier after that 
biomass was burnt in process zones. Finally, the 
gasifier received producer gas [4].This is the energy 
conversion technologies which is suitable for small-
scale. Figure 2 shows process zone for downdraft 
gasifiers 
 
2.1.1 Process zone  
Four distinct process take place in a gasifier as the 
fuel makes its way to gasification. They are: 
a) Drying zone 
b) Pyrolysis zone 
c) Combustion zone 
d) Reduction zone 

 
 
Fig.2 shows process zone for downdraft gasifiers. 
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2.1.2 Reaction chemistry 
The following major reactions take place in 
combustion and reduction zone [12] 
 
Combustion zone 
The combustible substance of a solid fuel is usually 
composed of elements carbon, hydrogen and 
oxygen. In complete combustion carbon dioxide is 
obtained from carbon in fuel and water is obtained 
from the hydrogen, usually as steam. The 
combustion reaction is exothermic and yields a 
theoretical oxidation temperature of 1450 oC. The 
main reactions are: 
 
                      (1) 2C+O = CO (+393MJ/kg mole)
 
              (2) 2 2 22H +O = 2H O (-242MJ/kg mole)
 
Reaction zone 
The products of partial combustion (water, carbon 
dioxide and uncombusted partially cracked 
pyrolysis products) now pass through a red-hot 
charcoal bed where the following reduction 
reactions take place.  

2C+CO = 2CO (-164.9MJ/kg mole)                
(3) 

2 2C+H O = CO + H (-122.6MJ/kg mole)          (4) 

2 2 2CO+H O = CO + H (+ 42MJ/kg mole)         (5) 

2 4C+2H = CH (+75MJ/kg mole)                    (6) 

2 2 2CO +H = CO + H O (-42.3MJ/kg mole)       (7) 

Reactions (3) and (4) are main reduction reactions 
and being endothermic have the capability of 
reducing gas temperature. Consequently the 
temperatures in the reduction zone are normally 
800-1000 oC. Lower the reduction zone temperature 
(~700-800 oC), lower is the calorific value of gas. 
 
Pyrolysis zone 
Up to the temperature of 200 oC only water is driven 
off. At temperature of 200 to 280  oC carbon dioxide, 
acetic acid and water are given off. The real 
pyrolysis, which takes place between 280 to 500 oC, 
produces large quantities of tar and gases containing 
carbon dioxide. Besides light tars, some methyl 
alcohol is also formed. At temperature of 500 to 700 

oC the gas production is small and contains 
hydrogen. In downdraft gasifier the tar have to go 

through combustion and reduction zone and are 
partially broken down. Since majority of fuels like 
wood and biomass residue do have large quantities 
of tar, downdraft gasifier is preferred over others. 
 
Drying zone 
The main process is of drying of wood. Wood 
entering the gasifier has moisture content 10-30%. 
Various experiments on different gasifiers in 
different conditions have shown that on an average 
the condensate formed is 6-10% of the weight of 
gasified wood. Some organic acids also come out 
during the drying process. These acids give rise to 
corrosion of gasifiers. 

This paper interested in four parameters that 
were three inputs and one output. Three inputs were 
biomass consumption, ash discharge rate and air 
flow rate. The output is gas flow rate.  
 
3 Response Surface Method 
Response surface method is a statistical and 
mathematical method that gives an effective 
practical means for design optimization. When 
response , which should be taken into 
consideration for design, is determined as a function 
of multiple design variables 

y

ix , the behavior in 
response surface method is expressed by the 
approximation as a polynomial ( )iy f x=  on the 
basis of conservation data [8],[10]. The response 
surface method postulates a model of term: 
 

( )1 2, ,..., ky f x x x= + ε                             (8) 
 

Where the form of the true response function  is 
unknown or very complicated, 

y
( )1 2, ,..., kf x x x  is a 

known polynomial function of ( )1 2, ,..., kx x x , and ε  
is a term that represents random error. It is assumed 
to be normally distributed with mean zero and 
variance. 
    Because the form of  is unknown, it must be 
approximated by a known polynomials 
function

y

( )1 2, ,..., kf x x x . The more suitable 
approximation for , the accuracy is higher. In 
general, the first-order polynomials are [9, 11] 

y

 

0
1

k

i i
i

y b b x
=

= + +∑ ε       (9) 

 
   The first-order model is likely to be appropriate 
when the experimenter is interested in 
approximating the true response surface over a 
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relatively small region of the input variable space in 
a location where there is little curvature in f . 
   For a quadratic response function with  
variables by a regression model, it is expressed by 
(10)    

k

2
0

1 1 1 1

k k k k

i i ii i ij i j
i i i j i

y b b x b x b x x
= = = = +

= + + + + ε∑ ∑ ∑∑ (10) 

 
   And, a cubic response function with  variables 
by a regression model, it is expressed by (11)   

k

2
0

1 1 1 1

1 1 1

k k k k

i i ii i ij i j
i i i j i

k k k

ijl i j l
i j l

y b b x b x b x x

b x x x

= = = = +

= = =

= + + +

+ + ε

∑ ∑ ∑∑

∑∑∑
    

                                                                             (11) 
 
 For this paper, the response function with k =3 
variables, the first-order polynomials is 
 
               (12) 0 1 1 2 2 3 3y b b x b x b x= + + + + ε
 
the quadratic response function is 
 

    0 1 1 2 2 3 3 12 1 2 13 1
2 2 2

23 2 3 11 1 22 2 33 3

y b b x b x b x b x x b x x

b x x b x b x b x

= + + + + +

+ + + + + ε
3

2

x x

ε

                                                                             (13) 
the cubic response function is 
 

   

2
123 1 2 3 112 1 2

2 2 2
113 1 3 122 1 2 133 1 3 223 2 3

2 3 3 3
233 2 3 111 1 222 2 333 3

quadraticmodely b x x x b

b x x b x x b x x b x x

b x x b x b x b x

= + +

+ + + +

+ + + + +
               (14) 
where 

1x  is biomass consumption (kg/h) 

2x  is ash discharge rate (kg/h) 
3x  is air flow rate (kg/h) 

y  is gas flow rate (kg/h) 
Then,  sets of observation data in correspondence 
with design variables can be expressed by matrix 
representation in (15) and (16) 

n

 

  

1 11 12 1 0 1

2 21 22 2 1

1 2

1
1
1
1

k

k

n n nk n nn

y x x x b
y x x x b

x x x by

ε⎡ ⎤ ⎡ ⎤ ⎡
⎢ ⎥ ⎢ ⎥ ⎢ ε⎢ ⎥ ⎢ ⎥ ⎢=
⎢ ⎥ ⎢ ⎥ ⎢
⎢ ⎥ ⎢ ⎥ ⎢ ε⎣ ⎦ ⎣⎣ ⎦

M

M

M M O M M MM

M

2

⎤ ⎡ ⎤
⎥ ⎢ ⎥
⎥ ⎢ ⎥+
⎥ ⎢ ⎥
⎥ ⎢ ⎥
⎦ ⎣ ⎦

                  (15) 
  

 y Xb= + ε              (16) 
 
 Coefficient vector  is obtained by the following 
equation using the condition where the square of 
error is minimized: 

b

 

 ( ) 1Tb X X X Y
−

= T                                           (17) 

 
where X  the design matrix of sample data points is, 

TX  is its transpose, Y  is a column vector 
containing the values of the response at each sample 
point. 
By obtaining coefficient vector  from (17), the 
response surface is prepared [8]. 

b

 
4 Results and Discussion 
The method described in the previous section was 
applied to estimate the coefficient of model. Fig.3-5 
show values comparison of response surface method 
with observed data in different equation model. Fig. 
3 presents comparison of linear equation with 
observed data. Fig.4 presents comparison of 
quadratic equation with observed data. Fig. 5 
presents comparison of cubic equation with 
observed data. From these answer, the error value 
can calculate by using values from experiment 
compared with values from response surface method 
as shows in Fig. 6-8. Fig. 6 presents gas flow rate 
error with linear equation. Fig. 7 presents gas flow 
rate error with quadratic equation. Fig. 8 presents 
gas flow rate error with cubic equation. Table 1 
shows the experimental data test for solving 
response surface method which was kept at biomass 
power plant in Suranaree University of Technology. 
Table 2 presents the gas flow rate which 
approximated by using response surface method 
(linear equation, quadratic equation and cubic 
equation). Table 3 presents error values from 
different method. These errors were used to consider 
the response surface method which should be to be 
represented the gasifier system that had three 
outputs which were biomass consumption, ash 
discharge rate and air flow rate and one output is gas 
flow rate. From three equations, the cubic equation 
is most suitable than others equation for this 
experimental data. In the future, the method which 
better than three methods may be used to solve and 
present replace such as artificial intelligent (fuzzy, 
neuron network, etc.) which can used with 
complicated system and widely use in engineering 
fields [13-34]. 
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Fig. 3 comparison of linear equation with observed data 
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Fig. 4 comparison of quadratic equation with observed data 
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Fig. 5 comparison of cubic equation with observed data 
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Fig. 6 Gas flow rate error with linear equation. 
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Fig. 7 Gas flow rate error with quadratic equation. 
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Fig. 8 Gas flow rate error with cubic equation. 

 
Table 1: Experimental data test for solving response 
surface method 
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1x  2x  3x  y  
103.90 13.00 117.2899 221.5537 
138.30 15.20 117.7695 218.2254 
108.60 15.30 116.5175 225.4367 
119.40 13.80 116.2114 226.8789 
117.50 16.50 116.3934 225.9914 
124.80 14.30 115.9330 227.9884 
107.50 14.50 115.8788 228.2102 
138.10 14.00 115.4149 230.2072 
114.00 16.20 114.7040 232.9808 
128.00 12.30 114.6112 233.2027 
85.10 14.30 114.6112 233.2027 
134.50 13.90 116.3644 241.3015 
119.50 14.60 116.3415 237.0857 
123.20 13.90 116.3644 239.6374 
124.60 13.20 116.3644 239.3046 
128.10 15.00 116.3644 240.9687 
105.70 12.90 116.3644 239.6374 
92.40 13.50 116.3644 238.1951 
149.30 15.70 116.3644 239.3046 
111.00 14.90 116.3644 238.7499 
112.60 15.30 116.3644 242.6329 
102.80 12.60 116.0728 227.4336 
142.50 14.40 116.5175 225.4367 
85.90 13.90 116.5175 225.4367 
132.10 14.00 114.7895 232.6480 
117.30 13.90 115.4245 235.4216 
125.60 12.30 114.4316 233.5355 
112.30 12.00 116.3283 226.3242 
119.80 14.20 115.7427 228.7650 
103.00 9.90 118.6889 214.1205 
161.90 14.70 116.3644 251.2864 
120.70 14.10 116.3644 253.7272 
138.40 15.10 116.3644 250.1770 
134.20 14.80 116.3644 259.2744 
138.60 13.80 116.3644 258.1649 
104.10 13.50 115.6583 229.0978 
131.80 15.40 116.3644 245.7393 
127.30 15.80 116.3644 255.1695 
117.20 13.30 116.7175 224.6601 
117.80 10.70 116.3644 238.7499 
115.00 10.80 114.8220 232.4261 
121.40 14.20 116.3644 251.2864 
137.60 16.00 116.3644 246.8487 
133.20 15.50 116.1584 227.1008 
128.30 14.70 117.7502 219.3348 
119.70 12.90 117.7502 219.3348 
103.20 14.50 116.6633 224.8819 

119.60 12.90 117.5429 220.4442 
1x  2x  3x  y  

114.80 14.60 117.9394 215.7846 
117.00 12.10 117.8948 216.0065 

 
Table 2: Comparison the answer from response 
surface method 
 

y  from 
data 

y  from 
linear 

y  from 
quadratic 

y  from 
cubic 

221.5537 224.1418 223.7887 232.4226 
218.2254 233.7366 224.9082 220.2762 
225.4367 231.8209 231.9196 230.9956 
226.8789 233.7054 236.1938 236.3622 
225.9914 236.2436 236.7139 230.8330 
227.9884 236.9332 238.4906 239.0053 
228.2102 233.1437 234.7633 233.9202 
230.2072 242.0234 241.1779 234.6349 
232.9808 242.1413 236.2022 232.0724 
233.2027 240.5492 230.9283 233.9752 
233.2027 232.6885 228.1107 235.6134 
241.3015 236.9482 239.7238 243.9408 
237.0857 234.2981 235.7063 242.0908 
239.6374 234.1392 236.4563 238.8243 
239.3046 233.5059 237.0372 235.7444 
240.9687 236.8993 238.2797 246.3773 
239.6374 228.3870 233.0761 232.2378 
238.1951 225.9219 230.2470 235.9443 
239.3046 243.1506 246.6494 237.3718 
238.7499 232.5083 233.5145 237.0982 
242.6329 233.4667 234.1439 236.9103 
227.4336 228.4863 234.0327 231.4417 
225.4367 238.9864 241.7312 248.1160 
225.4367 224.2154 227.7921 225.2218 
232.6480 243.1929 235.5359 232.0899 
235.4216 236.6717 236.1817 233.4258 
233.5355 240.7168 228.2097 236.4518 
226.3242 228.9197 235.6943 226.3865 
228.7650 236.3598 237.3698 236.5295 
214.1205 213.6197 209.1642 215.1954 
251.2864 244.8810 250.3597 251.2532 
253.7272 233.7981 235.7885 239.5268 
250.1770 239.5999 241.7452 245.9601 
259.2744 238.1353 240.0511 245.7369 
258.1649 237.8272 241.0059 247.5644 
229.0978 231.8348 234.1183 233.1635 
245.7393 238.3798 239.8535 248.0519 
255.1695 237.8219 238.9032 248.2492 
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224.6601 230.3041 232.8233 234.4443 
238.7499 228.3109 239.2540 242.6230 
232.4261 234.3179 231.9957 232.9261 
251.2864 234.1123 235.9816 240.3618 
246.8487 240.6627 242.7187 247.2194 

y  from 
data 

y  from 
linear 

y  from 
quadratic 

y  from 
cubic 

227.1008 239.7445 241.5385 246.9711 
219.3348 230.6319 221.5105 223.2733 
219.3348 225.9708 221.1655 219.4175 
224.8819 228.7367 229.2315 231.7332 
220.4442 226.8280 224.4592 225.3833 
215.7846 226.3308 213.1743 213.2890 
216.0065 223.5628 219.8892 215.7291 
 
Table 3: Comparison the error with different 
equation model on response surface method  
 

Error from 
linear 

equation 

Error from 
quadratic 
equation 

Error from 
cubic 

equation 
2.5881 2.235 10.8689 
15.5112 6.6828 2.0508 
6.3842 6.4829 5.5589 
6.8265 9.3149 9.4833 
10.2522 10.7225 4.8416 
8.9448 10.5022 11.0169 
4.9335 6.5531 5.71 
11.8162 10.9707 4.4277 
9.1605 3.2214 -0.9084 
7.3465 -2.2744 0.7725 
-0.5142 -5.092 2.4107 
-4.3533 -1.5777 2.6393 
-2.7876 -1.3794 5.0051 
-5.4982 -3.1811 -0.8131 
-5.7987 -2.2674 -3.5602 
-4.0694 -2.689 5.4086 
-11.2504 -6.5613 -7.3996 
-12.2732 -7.9481 -2.2508 

3.846 7.3448 -1.9328 
-6.2416 -5.2354 -1.6517 
-9.1662 -8.489 -5.7226 
1.0527 6.5991 4.0081 
13.5497 16.2945 22.6793 
-1.2213 2.3554 -0.2149 

10.5449 2.8879 -0.5581 
1.2501 0.7601 -1.9958 
7.1813 -5.3258 2.9163 
2.5955 9.3701 0.0623 
7.5948 8.6048 7.7645 

Error from 
linear 

equation 

Error from 
quadratic 
equation 

Error from 
cubic 

equation 
-0.5008 -4.9563 1.0749 
-6.4054 -0.9267 -0.0332 
-19.9291 -17.9387 -14.2004 
-10.5771 -8.4318 -4.2169 
-21.1391 -19.2233 -13.5375 
-20.3377 -17.159 -10.6005 

2.737 5.0205 4.0657 
-7.3595 -5.8858 2.3126 
-17.3476 -16.2663 -6.9203 

5.644 8.1632 9.7842 
-10.439 0.5041 3.8731 
1.8918 -0.4304 0.5 

-17.1741 -15.3048 -10.9246 
-6.186 -4.13 0.3707 

12.6437 14.4377 19.8703 
11.2971 2.1757 3.9385 
6.636 1.8307 0.0827 
3.8548 4.3496 6.8513 
6.3838 4.015 4.9391 
10.5462 -2.6103 -2.4956 
7.5563 3.8827 -0.2774 

 
For this paper, the response function with the first-
order polynomials from equation (12) is 
 
 1 2 3679.1520 0.2486 1.4018 -4.2549y x x x= + +    
                                                             (18) 
 
 
The quadratic response function from equation (13) 
is 
 

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) (
( )

1 2

3 1 2

2
2 3 1 2

2
3

-60830 -6.4469 98.189

1049.6 0.019073 0.051547

-0.94989 0.0018346 0.3572

-4.5033

y x x

)
1 3

2

x x x x x

x x x

x

= + +

+ + +

+ + +

+

x
                   

(19) 
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The cubic response function is from equation (14) 
 is 

( ) ( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
( ) ( ) ( )

1 2

3 1 2

2
1 3 2 3 1

2 2
2 3 1 2

2 2
1 2 1 3

2 2
1 2 1 3 2 3

8.2015e+006 -2796.2 -11704

-2.0779e+005 5.2532

47.321 200.53 -0.025587

-11.763 1754.6 -0.035694

-0.032769 0.0031139

0.24306 -0.20375 0.22478

y x

x x x

x x x x x

x x x x

x x x x
3

2

x

x

x x x x

= + +

+ +

+ + +

+ + +

+ +

+ + +

( ) ( ) ( )
( )

2 3
2 3 1 2

3
3

-0.87786 0.00035003 -1.0499

-4.9363

x x
3x x x

x

+ + +

+

x

             
 
 
5  Conclusion 
     Gasifier system is an important part to produce 
fuel gas. It is the good way to know the function 
which can use to predict the results. This study 
applied the experimental data which have three 
inputs that entry the system are biomass 
consumption, ash discharge rate and air flow rate 
and the output of system is gas flow rate which 
means fuel gas that used in the internal combustion 
engine. In the results, cubic equation is better than 
linear and quadratic equation. So the represent 
equation of gasifier system for this experimental 
data is shown in equation (20). 
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