
Shunt Active Power Filter Design using  
Genetic Algorithm Method 

 
K-L. AREERAK* and T. NARONGRIT 

Power Quality Research Unit, School of Electrical Engineering 
Institute of Engineering, Suranaree University of Technology 

Nakhon Ratchasima, 30000 
THAILAND 

*corresponding author: kongpol@sut.ac.th     
 
 

Abstract: -This paper deals with the active power filter design controlled by using hysteresis technique. The 
genetic algorithm is used to design the controllers to minimize the %THD of the source current. The results 
are compared with that designed from Ingram and Round approach. The simulation results confirm that the 
genetic algorithm can provide the minimum %THD of the source current compared with the Ingram and 
Round method. The %THD also follows the IEEE std.519-1992.The design of the active power filter based on 
the genetic algorithm is flexible and can improve the performance of the filter.  
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Fig.1 The power system considered 

 
Power systems connected nonlinear loads can 
generate the harmonics into the systems. Theses 
harmonics cause a lot of disadvantages such as loss 
in transmission lines and electric devices, protective 
device failures, and short-life electronic equipments 
in the system [1]. Therefore, it is very important to 
reduce or eliminate the harmonics in the system. It is 
well known that the harmonic elimination via an 
active power filter (APF) [2] as shown in Fig.1 

 
provides higher efficiency and more flexible 
compared with a passive power filter. In Fig.1, the 
three-phase bridge rectifier feeding resistive and 
inductive loads (R=3.37 kΩ and L=19.8 H) behaves 
as a nonlinear load into the power systems. An 
instantaneous reactive power theory (PQ method) 
[3] is used for a harmonic detection to calculate the 
reference currents for the active power filter. The 
APF is then controlled by a hysteresis method [4].  

WSEAS TRANSACTIONS on SYSTEMS K.-L. Areerak, T. Narongrit

ISSN: 1109-2777 327 Issue 4, Volume 9, April 2010



     There are many approaches for the APF design 
using an artificial intelligence (AI) technique such as 
adaptive tabu search (ATS) [5], particle swarm 
optimization (PSO) [6], and genetic algorithm (GA) 
[7]. In this paper, the GA is used to search the 
appropriate parameters of the APF to minimize the 
%THD of the source current (is) after compensation. 
According to Fig.1, the APF parameters for GA 
searching are the DC bus voltage (Vdc), the filter 
inductance (Lf), and the hysteresis band (HB). The 
results of the APF design via GA are presented in 
this paper and are also compared with that designed 
from Ingram and Round approach [8].  

The paper is structured as follows. The overview 
of compensating current control using the hysteresis 
method is addressed in section 2. The APF design 
using the Ingram and Round method and GA is fully 
presented in section 3 and section 4, respectively. 
The simulation results of the harmonic elimination 
including discussion are presented in section 5. 
Finally, section 6 concludes the advantages of GA 
approach to design the active power filter. 

 
2 Control of compensating current  
     using hysteresis method 
 

i∆

Fig.2 The compensating current control using 
hysteresis method 
 
The compensating current control using the                                         
hysteresis approach is shown in Fig.2. According to 
Fig.2, the hysteresis band (HB) is the possible 
boundary of compensating current (ic). This current 
swings between upper and lower hysteresis limits. 
The compensating current can be increased or 
decreased depending on the pattern switch of IGBT 
inside the APF. For example, when IGBT turns on, 
ic will be increased. It is continually increased until 
reaching the upper hysteresis limit. At this state, 
IGBT will be automatically turned off to decrease 
the compensating current. If the current falls down 

to the lower limit, IGBT will be automatically 
turned on again to increase the compensating 
current. Therefore, the compensating current swings 
inside HB following the reference current ic

*. The 
reference current can be identified by PQ harmonic 
detection as shown in Fig.1. Note that the upper and 
lower hysteresis limits are controlled by the 
hysteresis band.     

 
3 The APF design using Ingram and  
    Round method 
In 1997, D.M.E. Ingram and S.D. Round presented 
the APF design controlled by hysteresis method.  
 The details are explained as follows: 
Step 1: Calculate the maximum value of dtdic /*  by: 

            
               )2sin)((max) πft(Atih =              (1) 
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where 
         ih(max)(t) is the maximum current for each   

                harmonic components 
                  A is the amplitude of the harmonic  

                current  
                   f is the frequency of the harmonic   

               current   
 
Step 2: Determine Lf  by: 
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where 
     Vs = the maximum voltage value of the source 
 

Note that the maximum value of dtdic /*  is from 

Step 1 and Vdc should be always designed higher 
than Vs [9,10]. 

 
Step 3: Determine HB by: 
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where  
     fsw is the switching frequency. 
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4  The APF design using GA approach 
 
4.1 The review of GA 
 

 
Fig.3 The process of GA 

 
The concept of GA is depicted in Fig.3, there are 
three main processes for GA operations. The first is 
‘selection’. This process will select the population in 
the searched system to be the parent for the next 
generation. The second process is ‘genetic 
operation’ to search the better solutions for each 
generation by using the crossover and mutation 
techniques. The final process is ‘replacement’. The 
offspring from the genetic operation process will 
replace the previous population in which it may 
replace the whole of population or some part of 
population depending on the conditions in the 
algorithm. The more details of GA can be found in 
[11]. 
 
4.2 The selection of GA parameters for APF    
       designs 
The suitable GA parameters are necessary for 
applying this method to optimization problems. This 
is because the parameters in the GA algorithm are 
very important to the GA searching performance. 
Therefore, this section presents how to select the 
GA parameters for the APF design to achieve the 
best solution. The parameters needed to identify are 
a number of chromosome (NC), a genetic operation 
(GO), a crossover method (CM), a probability value 
of crossover (PCM), a mutation method (MM), and 
a probability value of mutation (PMM).The criterion 
of selecting these parameters for APF design is to 
minimize the fitness value, here is %THD. 
       

      4.2.1 NC selection 
      To find out the suitable NC values, we will vary 
these values from 10 to 60 with fixed other 
parameters (GO = stochastic uniform, CM = 
scattered crossover, PCM = 0.8, MM = Gaussian 
mutation and PMM = no need PMM for Gaussian 
mutation). The GA algorithm is then run in the 
computer 5 times for each NC values and the 
averaged %THD values (%THDaveraged) can be 
calculated by:  

N

THD
THD

N

i
i

averaged

∑
== 1

%
%               (5) 

where 
        iTHD% = the minimum %THD value from i th  

                        search (i=1, 2, …, N) 
                  N = the times for searching ( N  is set to 5  
                        in this paper) 

 
      The %THDaveraged for each NC values is given in 
Table 1. It can be seen that when the GA uses NC 
equal to 40, it can provide the minimum 
%THDaveraged  value (0.9982%) compared with those 
of other NC values.   In addition, the computation 
time for searching (the number of generation: NG) is 
considered. If NG is large, it means the GA uses a 
long time to achieve the answer. Otherwise, if NG is 
small, it means the GA performance is very good 
(very fast). As mentioned before, GA algorithm is 
run in the computer 5 times for each NC values. 
Therefore, the averaged NG value ( averagedNG ) can 

be also calculated by: 
 

   
N

NG
NG

N

i
i

averaged

∑
== 1                           (6)      

 
where i and N are the same meaning as Eq.(5) 
 
      From the results in Table 1, the NC value equal 
to 40 can provide the minimum %THDaveraged. 
Fortunately, this NC value can also provide the 
minimum averagedNG  equal to 38. It means that this 

NC value obtains the best answer with a fast 
computation time. Hence, the NC value equal to 40 
is selected for APF design in this paper. 
       
      4.2.2 GO selection 
      Roulette, stochastic uniform, and tournament are 
selected for the testing GO parameters in this paper. 
In this section, we use the different GO approaches,  
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  Table 1 NC testing results 
                   testing       
 

NC values          
1st 2nd  3rd 4th 5th 

Averaged 
value 

NC = 10 chromosomes 
%THD 1.0060 0.9749 1.0040 1.0080 1.0080 1.0001 

NG 1288 306 396 1292 302 716 
NC = 20 chromosomes 

%THD 0.9847 1.0100 1.0030 0.9984 1.0080 1.0008 
NG 73 67 60 54 60 63 

NC = 30 chromosomes 
%THD 0.9847 1.0100 1.0030 0.9984 1.0080 1.0008 

NG 73 67 60 54 60 63 
NC = 40 chromosomes 

%THD 0.9911 1.0030 1.0080 0.9928 0.9963 0.9982 
NG 43 26 35 37 49 38 

NC = 50 chromosomes 
%THD 1.0070 0.9952 0.9870 1.0100 0.9984 0.9995 

NG 67 45 31 25 37 41 
NC = 60 chromosomes 

%THD 0.9859 1.0060 1.0100 1.0050 0.9958 1.0054 
NG 26 35 42 30 34 39 

 
        Table 2 GO testing results  

                   testing       
 

GO methods          
1st 2nd  3rd 4th 5th 

Averaged 
value 

GO using the roulette method  
%THD 0.9910 0.9980 0.9580 0.9850 1.0050 0.9870 

NG 148 262 118 310 77 183 
GO using the stochastic uniform method 

%THD 0.9650 1.0010 0.9880 0.9990 1.0050 0.9920 
NG 200 102 423 447 1522 539 

GO using the tournament method 
%THD 0.9760 1.0010 0.9980 1.0050 0.9940 0.9950 

NG 60 95 289 603 81 209 
 
 
while other parameters are fixed as follows: NC =40, 
CM = scattered crossover, PCM = 0.8, MM = 
Gaussian mutation and PMM = no need PMM for 
Gaussian mutation. NC value is given from Section 
4.2.1. The testing results are given in Table 2. It 
shows that the roulette method provides the 
minimum %THDaveraged  (0.9870%). Moreover, this 
method also obtains the minimum averagedNG  equal   

to 183. It means that when GA uses the roulette 
method, the computation time is faster than 
stochastic uniform and tournament methods. 
Therefore, the roulette method is selected for APF 
design in this paper. Note that %THDaveraged and 

averagedNG for all testing can be calculated by using 

Eq. (5) and (6), respectively.  
      

      4.2.3 CM and PCM selections 
      There are three CMs of GA in this testing. These 
are single-point crossover, double-point crossover, 
and scattered crossover. The results by using these 
three different methods with fixed other parameters 
(NC = 40 from Section 4.2.1, GO = roulette method 
from Section 4.2.2, PCM = 0.8, MM = Gaussian 
mutation and PMM = no need PMM for Gaussian 
mutation) are shown in Table 3. The results show 
that the single-point crossover can provide the 
minimum %THDaveraged equal to 0.9836% with the 
minimum averagedNG equal to 57 generations.  

For the PCM selection, we will vary this value 
from 0.1 to 1 with fixed other parameters (NC = 40 
from Section 4.2.1, GO = roulette method from 
Section 4.2.2, CM = single-point crossover from 
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Section 4.2.3, MM = Gaussian mutation and PMM = 
no need PMM for Gaussian mutation). The testing 
results are given in Table 4. It shows that the single-
point crossover with PCM equal to 0.7 obtains the 
  

 answer (%THDaveraged = 0.9890% and averagedNG =         

77 generations). Hence, the single-point crossover 
with PCM equal to 0.7 is selected for the APF 
design.

        Table 3 CM testing results  
                   testing       
 

       CM          
1st 2nd  3rd 4th 5th 

Averaged 
value 

CM using the single-point 
%THD 0.9916 0.9727 0.9832 0.9698 1.0009 0.9836 

NG 54 29 29 119 52 57 
CM using the double-point 

%THD 0.9670 0.9830 0.9760 0.9960 0.9950 0.9840 
NG 81 222 89 60 275 145 

CM using the scattered 
%THD 0.9930 0.9800 0.9760 0.9960 0.9946 0.9879 

NG 821 199 278 262 223 357 
 

   Table 4 PCM testing results                    
                   testing       
 

PCM values          
1st 2nd  3rd 4th 5th 

Averaged 
value 

PCM = 0.1 
%THD 0.9790 1.0090 0.9840 0.9945 1.0000 0.9933 

NG 378 271 337 72 93 230 
PCM = 0.2 

%THD 1.0060   0.9810   1.0030 1.0070 1.0090 1.0012 
NG 237 116 137 618 188 259 

PCM = 0.3 
%THD 0.9860 0.9925 0.9866 1.0060 0.9951 0.9972 

NG 112  84   146 68 156 113 
PCM = 0.4 

%THD 1.0040 1.0060 1.0030 1.0070 1.0070 1.0054 
NG 45 109 96 364 177 158 

PCM = 0.5 
%THD 0.9709 0.9935 1.0050 0.9954 1.0030 0.9935 

NG 72 75 76 74 658 191 
PCM = 0.6 

%THD 1.0050 1.0070 1.0040 1.0080 1.0090 1.0066 
NG 43 56 56 81 165 96 

PCM = 0.7 
%THD 0.9350  0.9900 1.0040 1.0070 1.0090 0.9890 

NG 54 29 29 134 138 77 
PCM = 0.8 

%THD 1.0030 1.0070 1.0080 1.0130 1.0050 1.0072 
NG 41 63 59 1016 711 378 

PCM = 0.9 
%THD 1.0080 0.9880 0.9868 0.9829 0.9897 0.9910 

NG 76 68 65 665 106 196 
PCM = 1.0 

%THD 1.0630       1.3270 1.0630 2.4260 1.115 1.3988 
NG 500 500 505 507 504 503 
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   Table 5 MM testing results 
                   testing       
 

       MM         
1st 2nd  3rd 4th 5th 

Averaged 
value 

MM using the uniform 
%THD 0.9840 1.0090 0.9710 0.9920 1.0100 0.9930 

NG 338 244 144 91 212 206 
MM using the Gaussian 

%THD 1.0020 0.9810 0.9989 1.0020 0.9948 0.9901 
NG 765 171 86 163 315 391 

 
Table 6 PMM testing results 
                   testing       
 

PMM values          
1st 2nd  3rd 4th 5th 

Averaged 
value 

PMM = 0.01   
%THD 0.9980 1.0090 0.9828 0.9824 1.0380 1.0020 

NG 505 1151 133 383 2252 885 
PMM = 0.02 

%THD 0.9980 0.9693 1.0000 1.0570 1.0500 1.0148 
NG 85 140 270 842 979 463 

PMM = 0.03   
%THD 1.0070 1.0030 0.9978 1.0060 0.9965 1.0020 

NG 392 630 447 183 120 354 
PMM = 0.04 

%THD 0.9986 0.9932 1.0090 1.0040 0.9499 0.9909 
NG 69 98 282 91 436 195 

PMM = 0.05 
%THD 1.0010 1.0070 0.9900 0.9680 1.0090 0.9950 

NG 94 220 274 468 571 325 
PMM = 0.06  

%THD 0.9950 0.9850 1.0060 0.9711 0.9683 0.9850 
NG 77 158 99 98 99 106 

PMM = 0.07  
%THD 1.0080 1.0090 0.9864 1.0060 0.9929 1.0004 

NG 157 82 335 510 108 238 
PMM = 0.08   

%THD 0.9620 0.9930 1.0080 1.0180 1.0020 0.9966 
NG 211 167 463 1219 76 427 

PMM = 0.09 
%THD 0.9850 0.9730 0.9997 1.0090 0.9776 0.9886 

NG 155 164 131 81 228 152 
PMM = 0.10  

%THD 1.0070 0.9790 0.9884 1.0020 1.0010 0.9954 
NG 301 103 116 277 61 172 

 
 
      4.2.4 MM and PMM selections 

  There are two MMs of GA in this testing; 
uniform mutation and Gaussian mutation, with fixed 
other parameters (NC = 40 from Section 4.2.1, GO = 
roulette method from Section 4.2.2, CM = single-
point crossover with PCM = 0.7 from Section 4.2.3, 
PMM = 0.01 for only uniform mutation). The results 

for this testing are shown in Table 5. It shows that 
%THDaveraged from two different MMs is nearly     
the same. Therefore, averagedNG becomes more 

significant than %THDaveraged for this case. It can be 
seen from the results that although the uniform 
mutation provide the slightly greater %THDaveraged 
compared with Gaussian mutation, it can obtain 
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significantly the minimum averagedNG .  

From the previous testing, the uniform mutation 
is selected. Therefore, the PMM selection needs to 
be considered. We will vary the PMM value of the 
uniform mutation from 0.01 to 0.1 with fixed other 
parameters (NC = 40 from Section 4.2.1, GO = 
roulette method from Section 4.2.2, CM = single-
point crossover with PCM = 0.7 from Section 4.2.3, 
MM = uniform mutation from Section 4.2.4). The 
testing results are given in Table 6. It shows that the 
uniform mutation with PMM equal to 0.06 obtains 
the best answer (%THDaveraged = 0.9850% and 

averagedNG = 106 generations). As a result, the 

uniform mutation with PMM equal to 0.06 is 
selected for the APF design. 

To conclude from all testing, the GA parameters 
for APF design in the paper are summarized as 
follows: 

  -NC equal to 40 chromosomes  
  -GO using the roulette method 
  -CM using the single-point crossover with PCM 

equal to 0.7 
  -MM using the uniform mutation with PMM 

equal to 0.06 
The APF design using GA with the parameters 

from this section is described in Section 4.3 and the 
results is given in Section 5. 
 
4.3 The APF design using GA 
In section 2, the APF is controlled by using 
hysteresis method. In this paper, the GA is applied 
to determine the appropriate APF parameters. The 
parameters for searching are DC bus voltage (Vdc), 
the inductor filter (Lf), and the hysteresis band (HB). 
The block diagram to explain how to search the 
parameters of APF using GA method is depicted in 
Fig. 4. It can be seen in Fig.4 that GA will search the 
APF parameters in which %THD of the 
compensated current on supply side is defined as the 
cost value for GA tuning. This value can be 
determined from the objective function as shown in 
Fig. 4. The GA will try to search the best APF 
parameters to achieve the minimum %THD also 
following on the IEEE std. 519-1992.  
      According to Fig. 4, the steps of searching APF 
parameters by using GA are as follows: 
Step 1: Define the boundary of parameters. In this 
paper, the upper and lower limits of Vdc, Lf, and HB 
are set to 312-700 V, 0-10 H, and 0-0.02 A, 
respectively.  
 
Step 2: Define the population encoding scheme for 
GA. In this paper, the chromosomes for the 
population encoding scheme are set to be the real 

value [12]. 
 
Step 3: Set the population size equals to 40 
chromosomes.  
 
Step 4: Define the initial population by random 
within the search space of parameters. 
 
Step 5: Define the maximum number of generation 
for searching, here is set to 1000. 
 
Step 6: Define the selection process, here set to 
roulette. The uniform mutation (probability = 0.06), 
the single-point crossover (probability = 0.7), and 
the whole population replacement are selected.  
 
Note that the more details of GA can be found in 
[12].  

 
Fig.4 The GA approach for APF design 

 
     The system in Fig.1 is operated with APF 
controlled by hysteresis method. The APF 
parameters are designed by using GA. The objective 
of GA method is to minimize %THD of 
compensated currents and this value has to follow 
on IEEE std. 519-1992. The GA can search the APF 
parameters to achieve smaller %THD for each round 
of searching as shown in Fig.5. In this paper, the 
maximum number of generation is set to 1000 in 
which GA can provide the %THD equal to 
0.9885%. In Fig.5, it can be seen that %THD is 
equal to 0.9940% during generation = 439-519. This 
is as the local solution for this problem. However, 
GA can escape the local solution to achieve the 
better %THD (0.9885%). The parameter values of 
APF from GA search compared with Ingram and 
Round method are given in Table 7. In addition, the 
results in Fig.5 also show the convergence of GA for 
this problem.  
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Fig.5 The convergence of %THD 

 

5 Simulation results and discussion 
The simulation results of the system in Fig.1 with 
the APF parameters from GA searching are depicted 
in Fig.6. The compensating current from APF (ica) 
injects into the system at t=0.04 s. It can be seen that 
the source current after compensation (isa) is nearly 
sinusoidal waveform. %THD of this current is equal 
to 0.9885% that is satisfied under IEEE Std. 519-
1992, while %THD before compensation is 25.45%.  
 
 

The simulation results for Ingram and Round 
method are illustrated in Fig.7. From Fig.7, the 
source current after compensation is nearly 
sinusoidal waveform the same as the results in Fig.6. 
However, %THD for this method is 1.5019% that is 
greater than the one from GA method (0.9885%). 
Hence, GA method can provide the smaller %THD 
compared with Ingram and Round method. The 
results show that GA approach is very useful and 
more convenient for APF design.  
 
Table 7 The comparison between GA method and 
Ingram and Round method 

APF design method 

APF parameters 
GA Ingram and Round 

dcV  (V) 620 600 

fL    (H) 0.39 0.50 

HB  (A) 0.00043 0.0088 

%THD before 
compensation 25.45 % 

%THD after 
compensation 0.9885 % 1.5019 % 

      

 
Fig.6 The simulation results for GA method 
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Fig.7 The simulation results for Ingram and Round method 

 
There are many researches for the harmonic 

mitigation approaches using artificial intelligent (AI) 
such as genetic algorithm (GA) [13], adaptive linear 
neural network (ADALINE) [14], and fuzzy logic 
[15]. Therefore, for the future work, AI techniques 
will be applied to obtain the better results for 
harmonic elimination compared with the reported 
method in this paper.               

 
6 Conclusion 
This paper presents the application of GA for the 
design of APF controlled by hysteresis method. The 
results confirm that GA can provide the minimum 
%THD of the source current after compensation. In 
addition, %THD is also satisfied under IEEE Std. 
519-1992. Moreover, the mathematical model of 
APF is not necessary for GA approach. Hence, the 
GA approach for APF design is very useful and 
flexible. 
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