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pattern recognition system will be pondered, whether when object classification depends on datasets, or when it relies 

on expert knowledge sets. Afterwards, all the discussed imperfection aspects will be processed within a unified 

framework, fundamentally based on possibility theory and fuzzy relation composition rules. At last, various concrete 

illustrative examples applied to gastroenterology patterns will be given and discussed.  
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1   Problem Description 
Information imperfection is one of the most important 

problems remained unsolved within a unified complete 

framework in the field of classification and pattern 

recognition. This thorny issue can mainly be 

materialized in three essential types. The first one may 

be encountered at the level of the descriptors of the 

objects themselves, called the features, the 

characteristics, or the attributes, that can take any 

imperfect informational content due to the flood of data 

on the one hand, or because of the outputs of the other 

automatic systems which precede this step [1]. For 

instance, the value of a given attribute can be given as an 

imprecise value as the age of a patient is between 25 and 

30 (quantitative imprecision), or as the pathology is 

either hernia grade I or hernia grade II (qualitative 

imprecision). The values of the other values could also 

be assigned via probability, evidence, or even possibility 

distributions [2]. It is also possible to find some missing 

values in the descriptors of the objects that can 

complicate the process.  All these forms of imperfection 

concerning the object descriptors must be considered 

when designing any robust classification system. 

 

         The second type of imperfection encountered in the 

classification systems is the consequence of the 

ambiguous knowledge of the experts concerning the 

resemblance and the tolerance which must be carried out 

during the processing, i.e., sometimes, experts’ opinion 

and viewpoints ought to be taken into account when 

classifying the objects, and this is called 

“personalization”. This process enables the experts to 

describe to which extent he or she considers that the 

values of a given attribute are similar in a fuzzy manner. 

For example, taking the patient record as an object, some 

measurements and analysis could take very small values 

like 0.0021, 0.0022, …, 0.0028. In this case, the doctor 

may consider two values of such attribute are similar if 

their difference doesn’t exceed 0.0001, while for another 

attribute that takes its values between 
6102×  and 

6106× , perhaps if the difference between two values 

doesn’t exceed 1000, they are considered similar. Of 

course, if the difference is null, they are completely 

similar, and this similarity decreases when the difference 

increases until it diminishes beyond the value 1000.  

 

         These two aspects of imperfection (at the levels of 

object’s descriptors, and expert knowledge) can affect 

and complicate the measuring of similarity between the 

objects of the dataset and the training set, which plays a 

vital role in any classification system. 

 

        The third type of imperfection can occur when 

labeling the training patterns in the learning dataset 

within the framework of the supervised classification 

[1][3]. In this case, it isn’t evident to be capable to 

assignee each object to only one class (label, decision, or 

hypothesis). On the contrary, it may be associated with 

various labels via different strength degrees 

(membership degrees). This can usually take place, when 

the object classes are assigned by means of an automatic 

system [4]. This issue enables the users to take account 

of the real state of the objects, avoiding the complexity 

to find the appropriate tools that permit to only take one 

decision concerning the object class. The doctor is 

authorized for example to simultaneously belief in 

different sickness, pathologies, lesions, or medicines, 

with different trust degrees, according to the evidence 
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that he or she has (gotten via the descriptors in the 

patient record, the medical images made of the 

concerned organ, etc.). 

 

      Unfortunately, there isn’t until now any work that 

considers these three aspects of imperfection within a 

unified simple framework, though they may usually be 

encountered together in the real very large databases that 

one may handle when achieving different data mining 

tasks and techniques.   

 

2   Prior Works 
In spite of its importance stressed in various recent 

researches, the aforementioned problem has partially 

been addresses in the literature, i.e. the third type of 

imperfection has been pondered in the interesting works 

of classifier designing using an evidential approach [3], 

but with some conditions and constraints that assume 

that the sum of all object class membership degrees must 

be equal to 1 in order to be able to calculate the belief 

masses, even if it isn’t always easy to satisfy this 

requirement. In addition, the first two types of 

imperfection haven’t been considered in these works. 

Nonetheless, the need to deliberate them in order to 

compute the similarity and to achieve the different steps 

of any mining system [5][6], or any artificial intelligence 

and machine learning process [7] has been pointed out 

explicitly in the recent researches [8]. Accordingly, we 

proposed a method essentially based on possibility 

theory that takes the first two aspects of imperfection [2] 

[11] [12], then we improved this technique by taking the 

uncertainty in class assignment into account 

[1].Nevertheless, all the proposed methods are limited to 

work with the systems which satisfy the unity class 

membership sum condition.  

 

         Along with possibility theory, fuzzy relation 

composition rules will be used in this paper to ameliorate 

and to generalize the proposed classification system by 

taking account of all the types of imperfection in a 

simple, sophisticated, constraint-free design. In the 

following, we introduce the necessary mathematical 

bases for the proposed method presented in section 4, 

clarified by an illustrative example in section 5 and a 

brief conclusion accompanied with some perspectives in 

the last section.    

    

3   Basic Mathematical Background 
In the following, we will briefly explain two important 

notions in fuzzy set theory on which our approach is 

essentially based. The first one that is related to the 

fuzzy propositions [11] will be very useful to calculate 

the similarity between objects having imperfect 

information elements, by taking at the same time the 

ambiguous knowledge of the expert concerning the 

resemblance between two values of each descriptor. The 

second issue that presents the main rule of fuzzy relation 

composition [12] will be utilized to compose both the 

possibility-based and the necessity-based fuzzy relations 

related to the resemblance between the observed and the 

training objects, with the fuzzy relation that describes the 

training object class membership, in order to calculate at 

the end the possibility and the necessity degrees of the 

relation between the observed objects and each category 

in the class set.  

 

3.1 Fuzzy Proposition 
For a variable given via a 3-tuple information element 

),,( VTV Ω , where V is the variable name defined on 

the universe Ω  and the set { },...., 21 AATV =  of the basic 

fuzzy characterization of V, “V is A” defined by means 

of a normalized fuzzy set A of Ω  is called an elementary 

or atomic fuzzy proposition.  

 

        The compound fuzzy proposition is obtained by 

combining several atomic fuzzy propositions like “V is 

A” and “W is B”, etc. The simplest compound fuzzy 

proposition is a conjunction of elementary fuzzy 

propositions “V is A and W is B” for two variables V and 

W respectively defined on the universes 1Ω  and 2Ω  

(like for instance, the glycaemia level is abnormal and 

the cholesterol level is high”). It is associated with the 

Cartesian product 21 Ω×Ω  of the fuzzy sets of 1Ω  and 

2Ω , characterizing the pair ),( WV  on .21 Ω×Ω  Its 

truth value is defined by ))(),(min( ωµωµ BA  or more 

generally by ))(),(( ωµωµ BAT  for a t-norm T, in any 

),( 21 ωω  of 21 Ω×Ω . Such a fuzzy proposition is very 

common in rules of knowledge-based systems and in 

fuzzy control.  

 

        Similarly, we can combine elementary propositions 

by a disjunction of the form "V is A or W is B". The truth 

value of the fuzzy proposition is defined by 

))(),(max( ωµωµ BA  or more generally by 

))(),(( ωµωµ BA⊥  for a t-conorm ⊥ , in any ),( 21 ωω  

of 21 Ω×Ω . 

 

        We can estimate the veracity of a fuzzy proposition 

“V is A” defined via )(ωµA , given a referential fuzzy 

proposition “V is B” defined via )(ωµB  using the 

possibility measure ),( BAΠ , and the necessity measure 

),( BAN , defined as: 
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))(),(min(sup),( ωµωµ
ω

BABA
Ω∈

=Π                       (1) 

))(1),(max(inf),( ωµωµ
ω

BABAN −=
Ω∈

          (2)

  

These two equations will be applied to the compound 

fuzzy proposition formed from the two given values of 

any attribute and the fuzzy referential proposition 

materialized by the fuzzy viewpoint of the expert 

described via a tolerance function. 

 

3.2 Fuzzy Relation Composition 

For two universes 1Ω  and 2Ω , the fuzzy relation R  

defined on the Cartesian product 21 Ω×Ω  is a fuzzy set 

defined also on the product set 21 Ω×Ω  with a 

membership function ),( yxRµ  that reflects the strength 

of the relation between 1Ω∈x  and  2Ω∈y : 

 

]1,0[: 21 →Ω×ΩRµ                                                    (3) 

( ){ }21,,0),(/),(),,( Ω∈Ω∈≥= yxyxyxyxR RR µµ

 

As the crisp relations, fuzzy relations could be 

represented via bipartite graph, coordinate diagrams, 

diagraph, and matrices associated with strength weights. 

 

        For two fuzzy matrices ][ ijA α=  and ][ ijB β= , 

we can perform operations like: 

• Sum (+) 

     ],[ ijijMaxBA βα=+                                     (4) 

• Max product (� ) 

     )],([ ijij
k

MinMaxABBA βα==�               (5) 

• Scalar product Aλ  where 10 ≤≤ λ . 

                                  

         For two fuzzy relations 1R  and 2R  defined on the 

sets 1Ω , 2Ω , and 3Ω  where 211 Ω×Ω⊆R , and 

321 Ω×Ω⊆R . The composition of these relations (Fig. 

1) denoted as 2121 RRRR =�  is expressed by the 

relation from 1Ω  to 3Ω , and can be defined by the 

following: 

For 21),( Ω×Ω∈yx , 32),( Ω×Ω∈zy : 

 

( )[ ]),(),,(),(
21

2

21
zyyxMinMaxzx RR

y
RR µµµ

Ω∈

=
�

        (6) 

 

21 RR �  that forms this elaboration is a subset of 

31 Ω×Ω , i.e. 3121 Ω×Ω⊆RR � . 

 

If the fuzzy relations 1R  and 2R  are represented by 

fuzzy matrices 
1RM  and 

2RM , then the fuzzy matrix 

21 RRM
�

that corresponds to 21 RR �  is obtained from the 

max product of 
1RM  and 

2RM  as: 

 

2121 RRRR MMM �
�

=                                                    (7) 

 

 
Fig. 1 Fuzzy relation composition 

 

4   Problem Formulation and Solution 
Let us suppose that we want to classify a set of observed 

patterns { }n

j

i

jjj AAAA ,...,,...,, 21=Θ  depending on a 

training pattern set { }t

k

l

kkk AAAAT ,...,,...,, 21=  into the 

class set { }Nc ωωωω ,...,,...,, 21=Ω  (Fig. 2), given that 

A  represents a multivariate feature vector of the 

considered pattern, whose variables could have 

imperfect (imprecise, ambiguous, uncertain, or even 

missing) values, and could be heterogeneous 

(quantitative, qualitative, ordinal, etc.). Each attribute 

may be associated with a function called the tolerance 

function that describes to which extent the expert think 

that two values of a given attribute are similar [1]. We 

will also suppose that the class membership of the 

training pattern is assessed by an expert or by another 

automatic system as a possibility distribution [1][3]. 

Specifically, each example 
l

kA  for tl ,...,2,1=  is 

associated with a possibilistic label modeled as: 

[ ])(...)(...)()( 21 Nlclll ωµωµωµωµ .  

 

        In the first phase, the similarity between the 

observed patterns and all the patterns of the training set 

is calculated via the necessity degree that the two 

patterns are similar (lower bound) and the possibility 

degree of resemblance (the upper degree) as we 

proposed in [1]. These degrees are the average of inter-

attribute possibility and necessity degrees that take into 

account, if required, specific physicians’ points of view, 

to adjust the similarity of each attribute between the 

patterns modeled by the tolerance function [2].   
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Fig. 2 Information uncertainty in a general pattern 

recognition system 

 

       The inter-attribute possibility and necessity degrees 

of similarity between the attribute value fja  given in 

i

jA , { }ni ,...,2,1∈∀  modeled by its possibility 

distribution (represented on the axis y) ),(
,

ya fj
aA fjj

π   and 

the value fka  given in 
l

kA , { }tl ,...,2,1∈∀  provided by 

its possibility distribution (represented on the axis x) 

),(
,

fk
aA

ax
fkk

π , { }Sf ,...,2,1∈∀  (S is the number of the 

attributes in each pattern), are calculated  as follows: 

 

Supposing that D is the definition domain of the 

considered attribute ( DDU ×= ) and that Λ  is the 

tolerance function assigned to this attribute, the conjoint 

possibility distribution Dπ  is calculated by: 

 

))(),(min(),( ,, yxaa
fkkfjj aAaAfkfjD πππ =                         (8) 

 

In this case, the inter-attribute possibility and necessity 

degrees of similarity fΠ  and fN  can be calculated as: 

 

)](),([min(sup),( uuaa DUufkfjf πΛ=Π ∈
          (9)           

)](1),([max(inf),( uuaaN DUufkfjf π−Λ= ∈
        (10)

          

      For the missing values, we consider that if the value 

of an attribute is given in a pattern and is unassigned in 

the other (the case of missing values), it is completely 

possible that these values are similar 1=Π f  but we are 

entirely uncertain 0=fN . 

 

       Notice that measuring the similarity between the 

values of the attributes assigned via probability 

distributions is very simple and straightforward, because 

these distributions can easily be transformed into 

possibility distributions using any transformation in the 

literature that satisfies Zadeh consistency principle like 

the well-known transformation of Prade-Dubois [13].    

 

        On the other hand, if the values of the attributes are 

assigned as imprecise or ambiguous values described via 

membership functions, we can consider that the values 

of these functions are numerically equal to the 

possibility degrees at the level of the singletons of the 

frame of discernment according to the epistemic 

distribution principle (fuzzy restriction), and 

consequently, the corresponding possibility distributions 

can easily be deduced to measure the similarity. 

Actually, measuring the possibilistic similarity modeled 

by the possibility and the necessity degrees of 

resemblance is always simple, straightforward, and can 

adopt any type or nature of the attributes’ values.    

 

        In this scene, three obvious fuzzy relations can be 

found. The first one 1R  represents the relation between 

the observed patterns in the dataset and the training 

objects in the learning set via the necessity degree of 

similarity, and its fuzzy matrix will be denoted as 

].[
1 ilRM Π=  the second relation 2R  reflects this 

resemblance via the possibility degree of similarity and 

can be described by a fuzzy matrix ].[
2 ilR NM =  The 

last relation 3R  is already defined via )]([
3 clRM ωµ=  

that contains the membership degrees of the training 

object classes. 

        

         Using the fuzzy relation composition rules, we 

propose to compose 1R  with 3R  (where 

3131 RRRR MMM �
�

= ) to find the membership degree of 

each observed object to each class in the discernment 

frame based on necessity degree, and then we compose 

2R  with 3R  (where 
3232 RRRR MMM �

�
= ) to find the 

membership degree of each observed object to each class 

in the discernment frame based on possibility degree. 

 

        In 
31 RRM

�
 and 

32 RRM
�

 respectively, one can find 

the lower and the upper bound of the membership degree 

of any observed object to the classes in the information 

content set.   
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5   Illustrative Example 
Let us suppose that our system consists of three elements 

{ }21 ,, kkj AAA  where jA  is the observed object, while 

1

kA  and 
2

kA  are the training patterns. Each object is 

described by three attributes { }321 ,, aaa  as follows: 1a  

is a nominal binary attribute that takes its values in the 

set {positive, negative}, 2a  is an imprecise quantitative 

measure, and 3a  is characterized based on other 

measures or on other automatic systems via a probability 

distribution. The values assigned to these three attributes 

in the three aforementioned patterns are depicted in Fig. 

3-a.  

 

 

 
Fig. 3 Illustrative example: a- the observed object and 

the training patterns, with their assigned values, inter-

variable possibility and necessity degrees, and the global 

degrees. b- the pattern recognition system and the fuzzy 

relations 

 

 

        In order to estimate the similarity between these 

three objects – which is a fundamental step in any 

recognition system - we assume that experts’ viewpoints 

about the resemblance between each two variables will 

be modeled by tolerance functions. As schematized in 

Fig. 3-a, the true/false tolerance function is designed for 

the first attribute. In other words, in the expert’s opinion, 

only if the two values of this attribute are identical, then 

they are considered completely similar, elsewhere they 

are totally dissimilar. Concerning the second attribute, 

the similarity is modeled by 2f  as illustrated by Fig. 3-a. 

According to 2f , two values of an attribute are totally 

similar if the difference between them is null. This 

similarity decreases when the difference increases until 

30± . Beyond this value, the similarity is equal to 0. 

Regarding the last attribute, we suppose that the expert 

didn’t give an opinion to formulate its similarity.    

 

        As one might see in this simplified example, 

measuring the similarity between these pattern that 

contain heterogeneous values (qualitative, quantitative, 

etc.), and imperfect information elements (imprecise, 

probabilistic, etc), is extremely complex and uncertain 

using the conventional and the prior measures and 

approaches, particularly when experts’ points of view 

must be taken into account, in addition to information 

imperfection. On the contrary, this calculation is 

completely straightforward and efficient when applying 

the proposed unified framework. 

 

        The values of inter-attribute similarities modeled by 

the similarity possibility degrees and the similarity 

necessity degrees are shown in Fig. 3-a. These values 

have been averaged in order to calculate the inter-pattern 

similarity between jA  and 
l

kA , { })2,1( ∈∀l , modeled 

by 
l

jkΠ  and 
l

jkΝ . 

 

        According to the calculated values, we obtain two 

relations 1R  and 2R  described via the fuzzy matrices:  

]0.10.1[]53.077.0[

2121

21 j

kk

Rj

kk

R A

AA

MandA

AA

M ==

    

These relations must be composed with the relation 3R  

given via the matrix: 

 

20.080.00

10.0090.0
2

1

321

3

k

k

R
A

A
M

ωωω

=
  

 

Applying the fuzzy relation composition rule (eq. 7) 

gives: 
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]20.053.077.0[

321

31 jRR AM

ωωω

=
�

 

 

and 

]20.080.090.0[

321

32 jRR AM

ωωω

=
�

 

 

In other terms: ]90.0,77.0[)( 1 =ωjA , 

]80.0,53.0[)( 2 =ωjA , 20.0)( 3 =ωjA . 

 

        As we notice, this result describes the membership 

strength between the observed patterns and the 

categories of the class set, providing a logical and 

expected response, by using very simple steps. 

 

        In spite of its simplicity, this example can be 

applied to many other problems and applications more 

complicated, following the same techniques of 

computation, regardless of the number of the observed or 

the training patterns, and independently of the number of 

their descriptors. 

 

7   Interesting Applications in Knowledge 

Databases  
In the following we present one of the most important 

applications of the proposed method in knowledge 

databases, in which we intend to classify a given object 

depending on the imperfect subjective knowledge of the 

expert. In order to simplify the illustration, our 

explanation will always be joined with medical 

examples, and to guarantee a better understanding of the 

proposed strategy [14] [15], concrete numeric examples 

will be presented at the end of this paragraph.  

   

  Given a knowledge database in which subjective 

descriptions of the experts of the domain about the 

classes of certain cases are provided in such a way that 

experts’ uncertainty are modeled in a qualitative manner, 

and given the descriptions of a certain object, our goal is 

to take a decision concerning the class of this object by 

fusing its own imperfect descriptions and those provided 

in the knowledge database. In a gastroenterology 

knowledge databases, classes could be for instance a set 

of given pathologies, denoted as { },..., 21 PPT = . Each of 

them is described by a set of S attributes 

{ }SxxxX ,...,, 21= . Each attribute ix  is described in a 

qualitative manner, and takes its values from a given set 

called the attribute domain denoted as Ψi. This set 

contains all the possible values of this attribute. For 

instance, the domain of the attribute “esophagus color” 

can be Ψ={red, pink, white, yellow, brown, gray, black, 

blue, green, translucent}. 

  In figures 4 and 5, we give two examples of two 

different described classes (pathologies) [15] [16]. The 

first one is “esophagus hiatal Hernia”, and the second 

one is “esophagus Mallory-Weiss”. For clarity, we 

suppose that these classes are composed of only seven 

patient’s attributes {sex, age, …}. The first attribute’s 

domain is Ψ1={male, female}, the seconds one “age” 

takes its values in Ψ2={<20, 20-30, 30-40, 40-50, 50-60, 

60-70,70-80, >80}, etc. 

 

For a given pathology, the expert doctor can 

describe his knowledge concerning each possible value 

of each attribute in the class via qualitative descriptions 

defined upon a set called the set of frequencies. In this 

example this set is F = {never, exceptional, few, usual, 

always}. For instance, in the examples given in figures 4 

and 5, concerning the age of the patient, the first 

pathology is usual if the age exceeds the forty, and can 

happen in few cases before forty and exceptionally 

before twenty, whereas, the second pathology usually 

takes place between twenty and fifty and in few cases in 

the other ages. It can also be noticed that according to 

pathology’s class and the joined descriptions, doctors 

can assign the class to a lesion “called endoscopic 

finding” from a set of predefined lesions Ω={ulcer, Z-

line, red blood clot, red blood liquid, …}. Figure 6 

depicts an example of an object used in this context [16] 

[17] [18]. The object can be a patient record, a medical 

image, a video, etc. In this example, the object is the 

doctor descriptions of the gastroenterology image of a 

patient, in which the pathology is ““esophagus hiatal 

Hernia” (the class described in figure 4), and the lesion 

is “Hiatus Hernia”. 

 

  Our aim is to classify objects like the one in 

figure 6, denoted as 
t

Sjijjj xxxX ]......[ 1= to the 

lesions of the set { }Nc ωωω ......1=Ω  

depending on the descriptions of the knowledge data 

base of the PN  pathologies 

{ }
PNl PPPT ......1= , where oNj ...,,2,1= , 

and oN  is the total number of the objects. Each object 

has S attributes, and each attribute ijx  ( j∀ ) is defined 

upon its domain set { })(21 ... im

iiii AAA=Ψ  where i 

is the order of the attribute and m(i) is the number of the 

properties (characteristics) of the i
th
 attribute. N stands 

for the number of the lesions in the class set. For the 

generality of the proposed strategy we will suppose that 

the pathologies are assigned to the lesion using 

membership degrees. Figure 7 shows the general scheme 

of our work, joined with the associated notations. 

WSEAS TRANSACTIONS on SYSTEMS Anas Dahabiah, John Puentes, Basel Solaiman

ISSN: 1109-2777 310 Issue 3, Volume 9, March 2010



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 4 An example of the class description in a knowledge qualitative database 
 

 Fig. 5 Another example of the class description in a knowledge database 
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Fig. 6 An example of the descriptions of the objects in a 

gastroenterology database 

 

 

 
Fig. 7 The sets of patterns, pathologies, and lesions. 

Each pattern must be classified to the lesions according 

to its descriptions, the pathology descriptions, and the 

pathology membership degree to the considered lesions 

 

For each pathology lP  in the knowledge dataset, 

where pNl ,..,1= , the expert qualitatively describes the 

frequencies of all the possible values of each attribute. 

i.e. for each element of the set 

{ })(21 ... im

iiii AAA=Ψ  that represents the 

attribute’s domain of the feature ijx  in the object jX , 

where i=1,..,S, the doctor assigns an ordinal qualitative 

value from the set of frequencies F, like the values 

“never”, “exceptional”, “few”, “usual”, always”, etc., to 

reflect his opinion and uncertainty regarding the 

frequencies of each possible value in the concerned 

pathology, { })(...)()( )(21' im

iPiPiPi AfAfAf
lll

=Ψ , 

where each element belongs to the set F. As the elements 

of the set F are ordinal, then we can associate to each of 

them the possibility degree 
1

1

−

−
=

R

r
rπ , where r is the 

rank of the considered property and R is the total 

numbers of the elements of the set of frequencies (See 

the example in figure 8). 

 

Fig. 8 A general and a numeric example of      

calculating the possibility degree 

 

Accordingly, for each )( g

iP Af
l

, for 

)(,...,2,1 img = , that represents the expert description of 

all the g
th
 property of the i

th
 attribute in the pathology lP , 

the qualitative value can be replaced by  ))(( g

iPr Af
l

π  

(figure 9). Then this value can be replaced by the 

possibility and the necessity measures as follows: for 

every property, the possibility measure of this 

characteristic in the considered pathology )( g

iP A
l

Π  is 

equal to the possibility degree ))(( g

iPr Af
l

π , whereas 

the necessity measure of its occurrence in this pathology 

can be calculated from the equation: 

 

{ }
))((max1)(

/)(,...,2,1

G

iPr
gimGall

g

iP AfAN
ll

π
∈

−=   

 

In other words, the necessity of the occurrence 

of a given possible value of an attribute is equal one 

minus the maximum value of the possibility degrees of 

the other possible values of this attributes. 

 

Figure 9 depicts the main forms of the 

knowledge dataset in details. 
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Fig. 9 The different steps of calculating the possibility 

and necessity measures of all the possible values of all 

the attributes in a given pathology 

 

 

  To classify the objects of the database to the 

corresponding lesions, depending on the descriptions of 

the knowledge base, two fuzzy relations must be 

combined using the fuzzy composition rule [14] [15]. 

The first one is composed of the possibility and the 

necessity measures calculated between each object in the 

dataset and each class in the knowledge set. These 

measures reflects the possibility and the necessity that a 

given object can have a given class (pathology) and can 

be computed as the average of the possibility and the 

necessity measures of the given values in all descriptions 

of the objects, numerically estimated from the 

knowledge set. The second fuzzy relation can be 

assigned by the expert in the knowledge set to describe 

the relation between the pathologies and the lesions 

(figure 10).   

 

  This can be better understood by using a 

concrete simple example. Assume that we would like to 

classify an object that contains two attributes: the color 

assigned to “white”, and the shape assigned to “triangle” 

(figure 10-a), given that the first attribute’s domain is 

Ψcolor={white, gray, black}, and the second attribute’s 

domain is Ψshape={Rectangle, triangle, circular}, and the 

class universe is { }321 ,, LLL=Ω  (L stands for lesion, 

for example).   

 

 

 
Fig. 9 Illustrative scheme of the last step of combining 

the two fuzzy relations 

 

The classification will be carried out depending 

on the knowledge database described in figure 10-b, 

supposing that we have three classes of pathologies 

{ }321 ,, PPPT = , and each pathology is described via 

qualitative values defined upon F={never, exceptional, 

few, usual, always} to describe the frequency of each 

possible value of each attribute. Accordingly, each 

pathology will be assigned to the lesions in the class set 

Ω via membership degrees (possibility distribution) as 

shown in figure 10-b. For example, regarding the 

pathology P1 in which the color white is the dominant 

value of the color, and the shape “triangle” is the most 

frequent followed by the “circular” and “rectangular” 

which can be usually found, there is a very great 

possibility 90% that the lesion is L1, and a very little 

possibility 10% to be L3, but it is impossible that this 

pathology has L2 as a lesion.     

 

  To classify the given object (figure 10-a) by 

taking account of the given descriptions of the 

knowledge base (figure 10-b), the describing values of 

the modalities of each attribute that belongs to the set F 

must be transformed to possibility and necessity 

measures defined upon the set [0, 1] as explained above. 

Consequently we got the values depicted in figure 10-c. 

 

  Now that the possibility and necessity measures 

have been computed, the first fuzzy set between the 

object and the pathologies can be estimated as follows: 

as the value of the first attribute in the object is “white”, 

then its possibility to belong to the pathology P1 is 1, to 
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P2 is 0, and to P3 is 3/4. While the necessity to P1 is 1/2, 

to P2 and to P3 is 0. As the value of the second attribute 

in the object is “triangle”, then according to the 

knowledge base its possibility to belong to the pathology 

P1 is 1, to P2 and P3 is 1/2. While the necessity to P1 is 

1/4, to P2 and P3 is 0. To calculate the possibility and the 

necessity measure that the object belongs to a given 

pathology, we compute the average of the possibility and 

that of the necessity measures. Thus, the object belong to 

P1 with a possibility degree equals to (1+1)/2=1 and 

necessity degree equals to (1/2+1/4)/2=0.375, to P2 the 

possibility is equal to 0.25 and the necessity is null, to P3 

the possibility is equal to 0.625 while the necessity is 

null. The measure (shown in figure 10-d) represents the 

first fuzzy relation. The second one is represented by the 

membership degrees assigned by the experts to describe 

the relations between the pathologies and the lesions 

(figure 10-d). 

   

 
 

   

 

 
Fig. 10 An illustrative numeric example, a) the described 

object, b) the expert knowledge database, c) the 

possibilistic knowledge database, d) the two fuzzy 

relations that must be combined: the first one represents 

the possibility and the necessity degrees that the object 

belong to the pathologies, and the second one represents 

the relations between the pathologies and the lesions  
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Using the fuzzy relation composition rule to 

combine these two relations, we get: 

     

 

 
 

As expected, we can notice that the described 

object belongs to the first lesion with high possibility 

and necessity degree since it is highly similar to the first 

pathology that belongs to this category. 

 

  In figure 11, we give another example of a 

knowledge database that consists of three classes; each 

of them is described by three different attributes. The 

first one takes four possible values, the second takes 3 

values, and the last one takes 6 values. In this example, 

we calculate the possibility and the necessity degrees of 

each possible value of each attribute in each pathology, 

according to the method proposed in this paper. 

 

 
Fig. 11 An example of transforming the expert 

knowledge dataset to a possibilistic one 

 

  The clear notice that one can get from these two 

examples besides the example presented in section 5 is 

that the computation and the estimation of the classes is 

extremely simple and straightforward in spite of all the 

types of imperfection that can be encountered in the 

classification system.  

 

  Actually, in some bases, the expert knowledge 

can be modeled via probability distributions, especially 

when it comes from automatic systems. In this case, 

probability distribution can easily be transformed to 

possibility distributions using an appropriate 

transformation, and then the proposed method can 

directly applied to these possibility degrees.  

 

6   Discussion and Perspectives  
In this paper, three main types of information 

element imperfection have been treated within a simple 

unified framework, essentially based on the 

mathematical tools provided by the fuzzy set theory, 

namely the possibility theory, and the fuzzy relation 

composition rules. All of these tools fundamentally get 

use of the main basic computation operations (like the 

sum, the maximum, the minimum, etc.) of the processors 

or the logic circuits, and can easily be evaluated using 

matrix structures. This issue can assure a fast processing 

and a rapid computation of the proposed approach, 

which is an important factor in pattern recognition and 

data mining, where the volume of the databases that we 

handle can be notably large, and where the number of 

the descriptors which describe the patterns of these bases 

may be significantly considerable.  

 

          Herein, the approach has been applied to 

overcome the complexity and the difficulties in 

classification resulting from the imperfection in the 

available information elements. But in general, it can be 

applied to many other data mining tasks and applications 

using the same technique and reasoning. For example, 

the possibilistic similarity proposed in the first phase of 

our method can be apply in clustering, retrieving, case-

based reasoning, seriation, etc., without any 

modifications or other pre-processing steps concerning 

the imperfect information elements.  

 

         The various examples presented in this paper prove 

the simplicity and the generality of the proposed 

approach when classifying complex objects based 

whether on datasets, or on knowledge sets. Contrary to 

our approach, all the proposed methods in the literature 

stand incapable to easily process the complex and hostile 

conditions proposed within a unified, constraint-free, 

straightforward framework. Furthermore, these examples 

can be applied to other types of knowledge or data sets, 

in the military, biological, etc. domains. 
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