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Miguel Hernández University

Department of Industrial Systems Engineering
Avda. Universidad sn, 03230 Elche

SPAIN
m.ballesta‖arturo.gil‖o.reinoso‖mjulia‖luis.jimenez@umh.es

Abstract:This paper focusses on the study of the Map Alignment problem in a multirobot SLAM context. Given
a team of robots, we consider the situation in which each robot is building its own local map independently. These
maps are landmark-based and three-dimensional. The local maps built by the different robots will have different
reference systems. At some point, it may be interesting to express all maps in the same reference system. In that
way, the maps can be fused into a unique global one. This is known as the map fusion problem and can be tackled
by dividing the problem into two subproblems: map alignment and map merging. In this paper, we concentrate on
the map alignment problem which consist on computing the transformation between the local maps so that we have
one reference system. We therefore evaluate a set of aligning methods. These methods establish correspondences
between each pair of maps and compute an initial estimate of the alignment. Finally, we apply the least squares
minimization to obtain a more accurate solution. We also concentrate on the case in which we want to align more
than two local maps. In this case, the alignment must be globally consistent. For the experiments, real data are
used. Each robot extracts distinctive 3D points from the environment with a stereo camera. Then, the robots use
these observations as landmarks to build their maps while simultaneously localize themselves. The SLAM problem
is solved using the FastSLAM algorithm. The movements of the robots occur only in 2D plane, so although the
maps are 3D landmark-based, the alignment takes place only in 2D.

Key–Words:Multirobot visual SLAM, Map alignment, visual landmarks.

1 Introduction

The capability of building a map of the environment
while localizing itself in this map is essential for a
robot to be autonomous. This problem is known as
Simultaneous Localization and Mapping(SLAM) and
has received a great attention in the last years [20, 9].
The basis of the SLAM problem is that the robot
builds its map of the environment and simultaneously,
localizes itself in this map. The existent SLAM algo-
rithms share this idea but differ in the methods used
to solve this problem. In this paper the SLAM algo-
rithm is based on FastSLAM [24]. The main idea of
the FastSLAM algorithm is to separate the two funda-
mental aspects of the SLAM problem: the estimate of
the robot’s pose and the estimate of the map. In this
sense, the SLAM problem is divided into a localiza-
tion problem and several individual estimates of the
landmarks conditioned on the robot’s path. This algo-
rithm uses a particle set which represents the uncer-
tainty of the robot’s pose whereas each particle has its
own associated map. The solution to the SLAM prob-
lem is performed by means of a sampling and particle
generation process, in which the particles whose cur-

rent observations do not fit with their associated map
are eliminated. The FastSLAM algorithm has proved
to be robust to false data association and it is able to
represent models of non-linear movements in a reli-
able way [17].

The problem of SLAM can be solved by a sin-
gle robot, but this task will be performed more effi-
ciently if there is a team of robots which construct co-
operatively a map of the environment. This approach
is denoted as multi-robot SLAM [17, 18]. In some
approaches, the estimate of the trajectories and map
building is performed jointly [12, 15]. In this case,
the total area to be travelled is divided among the
robots, therefore there is a global notion of the total
space and the exploration can be more efficiently per-
formed. However, the initial relative position of the
robots should be known, which is something that may
not be possible in practice. We concentrate on other
solutions in which each robot builds its own map in-
dependently [34]. In these approaches, a set of local
maps is maintained until the fusion of these maps is
required. When using this approach, new observa-
tions should only be compared to a limited number
of landmarks in the local map. This leads to smaller
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errors due to the data association. Additionally, the
construction of the local maps can be performed even
if the relative positions of the robots are unknown. In
our work, we focuss on the last approach, i.e., robots
build local maps independently.

Regarding the sensors used to extract information
from the environment, many approaches use range
sensors such as sonar [32, 19] or laser [29, 30]. How-
ever, there is an increasing interest in using cameras as
sensors. These devices are less expensive than laser
and obtain a higher amount of information from the
environment [28]. Moreover, the 3D coordinates of
the points from the scene can be obtained when using
stereo cameras. This approach is denoted as visual
SLAM [31, 10]. In most SLAM approaches using
vision, the maps built are feature-based. The visual
landmarks are extracted from the environment and de-
fine the 3D position of distinctive points that have a
characteristic visual appearance. These points have a
global reference system. In this case, each map is re-
ferred to the initial position of the robot.

The initial situation we consider is that there ex-
ists a team of robots which begin their navigation tasks
independently and start at different positions. In this
case, the map building is done independently, since
the robots have initially no knowledge about other
robots’ positions or observations. This is one of the
major advantages of this approach, since the initial po-
sitions of the robots do not need to be estimated.

At a specified moment, the fusion of the local
maps into a global one may be required. We there-
fore study the map fusion problem [13]. We divide
this problem into an alignment problem and a map
merging problem. The map alignment computes the
transformation between local maps which have differ-
ent reference systems. Then the aligned data should
be merged in order to obtain a global map. In this pa-
per, we focuss on the first stage. Particularly, we have
performed a comparative evaluation of a set of align-
ing methods which are suitable for landmark-based
maps. The selected aligning method should be robust
to sparse correspondent landmarks between the maps
and offer an accurate solution to the map alignment
problem.

It is also remarkable that even though the maps
have 3D landmarks, the result of the alignment is a
2D transformation. This is due to the fact that the mo-
tion of the robots is performed in a 2D plane. Besides,
the solution given by this aligning methods is only an
estimate of the alignment. Some post-processing is
also recommendable in order to obtain a reliable solu-
tion. We therefore use the least squares minimization
to obtain the real estimate of the alignment.

This paper is structured as follows. Section 2
presents some related work. Section 3 explains some

experimental details and the equipment used in this
paper. Section 4 focusses on the alignment stage and
Section 5 presents an evaluation of the aligning meth-
ods. Then, Section 7, focusses on the multi-robot
case, in which the alignment is applied to more than
two local maps. Finally, in Section 8, the main con-
clusions of this paper are stated.

2 Related work

As mentioned before, the map fusion is tackled in two
different stages: map alignment and map merging. In
the first case, the objective is to find the transforma-
tion between the different reference systems of the
local maps. In this situation, most approaches try to
find the relative position of the robots. In this sense,
the easiest case can be seen in [29], where the relative
position of the robots is supposed to be known. Never-
theless, more difficult approaches are [18] and [34]. In
these cases, the robots try to establish a meeting point
in order to measure their relative positions. In many
approaches the transformation between maps is per-
formed with the matching of landmarks [27]. In [11]
and [6] the overlap between maps is supposed to ex-
ist. With relation to the previous strategies based on
the rendezvouscase, it is clear that the alignment be-
tween maps is possible and immediate if the robots
succeed in finding each other. This is due to the fact
that in this moment, the robots are sharing the same
space in the map. More difficult would be the ap-
proach in which the robots determinate whether any
alignment exists or not without the need of meeting,
just by sharing the information of their maps. this pa-
per, we focuss on finding these relative positions with-
out the need of meeting at some point; on the contrary,
the robots would share information of their maps in
order to find the alignment between them. Our work
is based on some previous approaches in which maps
are aligned by means of landmark-based techniques.
Particulary, we focuss on the alignment of visual maps
consisting of 3D landmarks.

3 Map building
We use a team of Pioneer-P3AT robots, provided with
a laser sensor and a STH-MDCS2 stereo head from
Videre Design as can be seen in Figure 1.

As described in the previous section, robots build
landmark-based maps which consist of the 3D po-
sition of distinctive points. Mainly, two steps must
be distinguished in the selection of visual landmarks.
The first step involves the detection of interest points
in the environment. The detection should be as stable
as possible, since the points of the environment are
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Figure 1: Pioneer-P3AT robot provided with laser and
stereo vision.

observed from different viewpoints. Then, at a second
step the interest points are described by a feature vec-
tor which is computed using local image information.
This descriptor is used in the data association prob-
lem, i.e., when the robot has to decide whether the cur-
rent observation corresponds to one of the landmarks
in the map or to a new one. In this sense, we have
made an evaluation of several detectors and descrip-
tors in order to select the most suitable one for our en-
vironment [22, 2, 14]. As a result of this prior study,
the Harris Corner detector was selected to extract 3D
points [16] from environment. This points are also
characterized by the U-SURF descriptor [4], which
describes a local neighbourhood around the point. In
Figure 2, we can observe an example of the distintive
points detected in the environment. In these case we
present an indoor scenario which corresponds to our
Lab. Nevertheless, we have also test this detector and
descriptor in outdoor environments [3].

The robots start at different positions and begin
their navigation tasks independently. That is to say,
they have no knowledge about other robot’s positions
or observations. Each local map is referred to a differ-
ent reference system, which is located at the initial po-
sition of the robot. The robots build the local maps us-
ing exclusively information of the stereo camera and
odometry. These maps are built by means of the Fast-
SLAM algorithm, using a particle filter. Each particle
provides a different estimate of the visual map. Con-
cretely, in our work, the experiments have been car-
ried out using 100 particles.

4 Map Alignment

The map alignment problem tackles the computation
of the transformation between local maps so that they

Figure 2: Harris points detected in the scene. These
points are described with the U-SURF descriptor and
integrated as visual landmarks in the map.

can be expressed in the same reference system.

As described in Section 2, most approaches try
to find the relative position of the robots [18, 34]. In
these cases, the robots try to establish a meeting point
in order to measure their relative positions.

In this paper, we focuss on finding these relative
positions without the need of meeting at some point;
on the contrary, the robots would share information
of their maps in order to find the alignment between
them. Our work is based on some previous approaches
in which maps are aligned by means of landmark-
based techniques [27]. Particulary, we focuss on the
alignment of visual maps consisting of 3D landmarks.
We consider that the origin of the reference system is
located in the starting point of the robot.

In the following, we present a set of aligning
methods that are evaluated in order to find the most
suitable one using this kind of maps (Section 5). In
Section 6, the results of the comparative evaluation
can be observed. These experiments are carried out
using two local maps built by two different robots. Fi-
nally, in Section 7 we propose a method to solve the
alignment problem when having more than two local
maps.
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5 Aligning Methods
The aligning methods presented in this section com-
pute the transformation between two local maps. This
transformation consists on three alignment parame-
ters: translation inx and y (tx and ty) and rotation
(θ). In order to do this, these methods establish first
a list of correspondent landmarks between the maps.
Although the landmarks are 3D (x,y,z), the alignment
is performed in 2D, because the robots move in a 2D
plane (x,y). Nevertheless, the third component of the
landmarks (z) is also compared when establishing cor-
respondences.

It is noticeable that these methods obtain only
a first estimate of the aligning parameters. The set
of correspondences and this estimate are used as the
input of a least squares minimizationthat eliminates
outliers and obtains the final solution [25].

In the following, we describe briefly the aligning
methods that we compare.

5.1 RANSAC (Random Sample Consensus)

This technique has been already applied to map align-
ment in [27]. In the following, the steps of this itera-
tive algorithm are described:

a) In the first step, a list of possible correspondences
is obtained. The matching between landmarks
of both maps is done based on the Euclidean
distance between their associated descriptorsdi.
This distance should be the minimum and below
a thresholdth0 = 0.7. As a result of this first
step, we obtain a list of matches consisting of the
landmarks of one of the maps and their corre-
spondences in the other map, i.e.,m andm′.

b) In a second step, two pairs of correspon-
dences ([(xi, yi, zi),(x

′
i, y

′
i, z

′
i)] and [(xj , yj, zj)

, (x′
j , y

′
j , z

′
j)]) are selected at random from the

previous list . These pairs should satisfy the fol-
lowing geometric constraint[27]:

|(A2 + B2) − (C2 + D2)| < th1 (1)

whereA = (x′
i − x′

j), B = (y′i − y′j), C =

(xi − xj) andD = (yi − yj). We have set the
thresholdth1 = 0.8 m. The two pairs of corre-
spondences are used to compute the alignment
parameters(tx, ty, θ) with the following equa-
tions:

tx = xi − x′
i cos θ − y′i sin θ (2)

ty = yi − y′i cos θ + x′
i sin θ (3)

θ = arctan
BC − AD

AC + BD
(4)

c) The third step consists in looking for possible
correspondences that support the solution ob-
tained(tx, ty, θ). Concretely, we transform the
landmarks of the second map using the alignment
obtained, so that it is referred to the same ref-
erence system as the first map. Then, for each
landmark of the transformed map, we find the
closest landmark of the first map in terms of the
Euclidean distance between their positions. The
pairing is done if this distance is the minimum
and is below the thresholdth2 = 0.4 m. As a
result, we will have a set of matches that support
the solution of the alignment.

d) Finally, stepsc) and d) are repeatedM = 70
times. The final solution will be that one with
the highest number of supports.

In this algorithm, we have defined three different
thresholds:th0 = 0.7 for the selection of initial cor-
respondences,th1 = 0.8 m for the geometric con-
straint of Equation (1) andth2 = 0.4 m for selecting
supports. Furthermore, a parametermin = 20 es-
tablishes the minimum number of supports in order to
validate a solution andM = 70 is the number of times
that stepsc) andd) are repeated. These are considered
as internal parameters of the algorithm and their val-
ues have been experimentally selected.

5.2 SVD (Singular Value Decomposition)

One of the applications of the Singular Value De-
composition (SVD) is the registration of3D point
sets [1, 26, 23]. In this work the SVD has been ap-
plied for the computation of the alignment between
two maps. We first compute a list of correspondences.
In order to construct this list (m,m′), we impose two
different constraints. The first one is tested by per-
forming the first step of the RANSAC algorithm (Sec-
tion 5.1). In addition, the geometric constraint of
Equation 1 is evaluated. Given this list of possible
correspondences, our aim is to minimize the follow-
ing expression:

‖Tm − m′‖ (5)

wherem are the landmarks of one of the maps and
m′ their correspondences in the other map. On the
other hand,T is the transformation matrix between
both coordinate systems (Equation 6).T is computed
as shown in Algorithm 1 of this section.

T =











cos θ sin θ 0 tx
− sin θ cos θ 0 ty

0 0 1 0
0 0 0 1











(6)
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Algorithm 1 Computation of T, given m and m’
1: [u, d, v] = svd(m′)
2: z = uT m
3: sv = diag(d)
4: z1 = z(1 : n) {n is the number of eigenvalues (not equal to0)

in sv.}
5: w = z1./sv
6: T = (v ∗ w)T

5.3 ICP (Iterative Closest Point)

The Iterative Closest Point (ICP) technique was intro-
duced in [5, 33] and applied to the task of point regis-
tration [21]. The ICP algorithm consists of two steps
that are iterated.

a) Compute correspondences(m,m′). Given an
initial estimate T0, a set of correspondences
(m,m′) is computed, so that it supports the ini-
tial parametersT0. T0 is the transformation ma-
trix between both maps and is computed with
Equations (2),(3) and (4).

b) Update transformationT . The previous set of
correspondences is used to update the transfor-
mationT . The newTx+1 will minimize the ex-
pression:‖Tx+1 · m′ − m‖, which is analogous
to the expression (5). For this reason, we have
solved this step with the SVD algorithm (Algo-
rithm 1 in Section 5.2).

The algorithm stops when the set of correspon-
dences does not change in the first step, and therefore
Tx+1 is equal toT in the second step.

This technique needs an accurate initial estima-
tion of the transformation parameters so that it con-
verges properly. For that reason, in order to obtain an
appropriate initial estimate we perform the two first
steps in RANSAC algorithm ( Section 5.1). The same
threshold values are used.

5.4 ImpICP (Improved Iterative Closest
Point)

The improved ICP (ImpICP) method is a modification
of the ICP algorithm presented in Section 5.3, which
has been implementedad hoc. This new version is
motivated by the importance of obtaining a precise
initial estimation of the transformation parametersT0.
The accuracy of the results obtained is highly depen-
dent on the goodness of this initial estimate. For that
reason, in this new version of the ICP algorithm, we
have increased the probability of obtaining a desir-
able result. Particularly, we obtain three different ini-
tial estimates instead of only one. This is performed

by selecting three different pairs of correspondences
each case in the second step of the RANSAC algo-
rithm (Section 5.1), leading to three initial estimates.
For each initial estimate, the algorithm runs as in Sec-
tion 5.3. Finally, the solution selected is the transfor-
mation that is supported by a highest number of cor-
respondences.

6 Evaluation of the aligning methods
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In this section, we present a comparative evalua-
tion of the aligning methods presented in Section 5.
We consider the situation in which two robots begin
the mapping task independently, starting at different
positions. Each robot build its map with the Fast-
SLAM algorithm using a set ofM = 100 particles.
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Particularly, we want to evaluate the behavior of
the aligning methods at different steps of the map-
ping process. At the beginning, the maps built by
each robot have sparse landmarks resulting in a ex-
tremely reduced number of correspondences between
both maps. As a consequence, the alignment of these
maps will surely fail. However, this situation im-
proves as the size of both maps increases in such a
way that there are more coincident landmarks between
both maps. In this second situation, the map align-
ment is expected to be performed successfully.

In order to carry out our experiments, the most
probable map of each robot is used to compute the
transformation between both maps. The alignment is
done in several iterations of the FastSLAM algorithm.
The most probable map is the map associated to the
most probable particle of the filter at each particu-
lar moment. The aligning methods described above
compute an estimate of alignment parameterstx, ty
andθ. This first estimate is lately refined with a least
squares minimization [25], which eliminates outliers
from the set of correspondences found by the align-
ning method. The result is a more refined estimate of
the aligning parameters.

Figures 3, 4 and 5 show an example of the
comparative evaluation performed. The x-axis
represents the differentk iterations of the Fast-
SLAM algorithm at which the alignment is per-
formed. In this case, we show values fork =
[200, 400, 600, 800, 1000, 1200, 1400]. For each one
of thesek iterations, the alignment is performed by
each method of Section 5, using the most probable
map in each case. We have repeated the experiments
10 times, so that we obtain a set of values for each
iteration and each aligning method. For reasons of

clarity, we have presented the results of the alignment
parameters separately. Figures 3, 4 and 5 represent
the results obtained fortx, ty andθ respectively. In
those figures, the ground truth is represented with a
green line. The values of the aligning parameters are
the result of the least squares minimization and are
expressed in meters.

In figure 3, for example, we can observe that
ImpICP obtains values oftx that vary from -10 to 5
meters, which is extremely unaccurate since the real
value oftx is -4. Then, in figure 4, the ICP algorithm
obtains a variation of more than 10 meters around the
ground truth. In general, ICP and ImpICP show the
worst results in these experiments. SVD turns out to
be much more accurate than the previous ones. The
values obtained are very close to the ground truth in
most cases. Only in Figure 3, at iterationsk = 1000
andk = 1200, we observe that the estimate obtained
is less accurate.

As we can deduce from the figures, RANSAC is,
with no doubt, the method that obtains the most accu-
rate results, having also the lowest variance.

6.1 Computational time
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Figure 6: Computational time vs. number of overlap-
ping points between the local maps.

We have evaluated these aligning methods not
only qualitatively but also in terms of their compu-
tational efficiency. In Figure 6, a comparison of the
computational time of the aligning methods presented
in 5. In this figure, we present the time that it takes
to obtain the aligning parameters (seconds)vs.differ-
ent number of correspondent points between the local
maps. Logically, the time is higher as the common
part between the maps is bigger. It can be observed
that the computational time of the different aligning
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methods is very similar, so it can be deduced that
this is not a determinant factor in order to select one
of these methods as the most suitable to align visual
landmark-based maps.

6.2 Results
Figure 7 shows an example of the alignment stage
with two local landmark-based maps:map1 and
map2. Although the maps are 3D, due to clarity rea-
sons, a 2D view of the maps is presented. These
maps have been independently built by two robots
and, at some point, the alignment transformation is
computed. In this case, we show the result of aligning
two maps with the solution given by RANSAC (Sec-
tion 5.1). This method comparesmap1 andmap2, es-
tablishes correspondences between them by the sim-
ilarity of the descriptors and computes an initial esti-
mate of the aligning parameters.This intial estimate is
improved afterwards by a least squares minimization.
Fig. 7(c) shows the result of the alignment ofmap1

andmap2. In this case, the landmarks of both maps
are expressed in the same reference system.map1

is represented by circles andmap2 with diamonds.
However, we still have two maps. In order to obtain a
unique map, these maps should be fused. This stage
is known as the map fusion problem.

7 Multirobot alignment
This section tackles the problem in which there are
n robots (n > 2) whose maps should be aligned. In
this case, the alignment should be consistent not only
between pairs of maps but also globally. In order to
deal with this situation, some constraints should be
established [27].

First, givenn maps (n > 2) and having each pair
of them an overlapping part, the following constraint
should be satisfied in the ideal case:

T1 · T2 · ... · Tn = I (7)

where I is a3 × 3 identity matrix. EachTi is
the transformation matrix betweenmapi andmapi+1

and corresponds to the matrix in Eq.6. The particular
case ofTn refers to the transformation matrix between
mapn and map1. The constraint (7) leads to three
expressions that should be minimized:

E1. sin(θ1 + ... + θn)

E2. tx1+tx2cos(θ1)+ty2sin(θ1)+tx3cos(θ1+θ2)+
ty3sin(θ1 + θ2)+ ...+ txncos(θ1 + ...+ θn−1)+
tynsin(θ1 + ... + θn−1)

E3. ty1+tx2sin(θ1)+ty2cos(θ1)−tx3sin(θ1+θ2)+
ty3cos(θ1 + θ2)+ ...− txnsin(θ1 + ...+ θn−1)+
tyncos(θ1 + ... + θn−1)

Additionally, given a set of corresponding land-
marks betweenmapi andmapi+1, and having been
aligned the landmarks ofmapi+1 (mj) into map1’s
coordinate system with the transformation matrixTi

(see Equation 6), the following expression should be
minimized:

m′
j{m(k)} − mi{m(k)} (8)

werec(k) is the total number of correspondences
between thek-pair of maps (k ∈ {1, n}). The
number of equations that emerge from Equation 8 is
2c(1) + 2c(2) + ... + 2c(n). For instance, if we have
c(1) common landmarks betweenmap1 and map2

and the transformation matrix between them isT1,
then for each common landmark we should minimize
the following set of expressions:

Eδ. x2cos(θ1) + y2sin(θ1) + tx1 − x1 with δ ∈
{4,X + 4}

Eλ. y2cos(θ1) − x2sin(θ1) + ty1 − y1 with λ ∈
{X + 5, 3X + 5}

whereX = m(1) + m(2) + ... + m(n).
So far, we have a non-linear system ofS =

3 + 2c(1) + 2c(2) + ... + 2c(n) constraints that we
should minimize. In order to obtain the aligning pa-
rameters that minimize the previousS constraints, we
use the MALTAB functionfsolve. This iterative al-
gorithm uses a subspace trust-region method which
is based on the interior-reflective Newton method de-
scribed in [7, 8]. The input for this algorithm is a ini-
tial estimate of the aligning parameters. This is ob-
tained by the RANSAC algorithm of Sec.5.1 between
each pair of maps, i.e.,map1−map2, map2−map3,
map3 − map4 andmap4 − map1. This will be the
starting point for thefsolve function to find a final so-
lution.

In Table 1 an example of the results obtained with
fsolve function is presented. This table shows the
aligning results obtained in a group of four robots,
whereAi

j represents the alignment between roboti
and robotj. At the top of the table, we can observe
the aligning results between each pair of robots. These
alignment parameters (tx,ty and θ) have been com-
puted with the RANSAC algorithm of Section 5.1.
This solutions are valid between pairs of maps but
may not be consistent globally. Then, at the bottom
of the table, the alignment parameters (t′x,t′y andθ′)
have been obtained with thefsolve function. In this
case, the constraints imposed (see constraintsE1 to
Eλ of this section) optimizes the solution so that it is
globally consistent.
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Table 1: Alignment parameters

tx ty θ

A1
2 -0.0676 -0.0636 -0.0144

A2
3 0.1174 0.0423 -0.0063

A3
4 -0.0386 0.8602 0.0286

A4
1 0.0547 -0.8713 -0.0248

t′x t′y θ′

A1
2 -0.0388 0.0363 0.0079

A2
3 0.0677 -0.1209 -0.0375

A3
4 -0.0408 0.9521 0.0534

A4
1 0.0774 -0.9220 -0.0436

8 Conclusion

In this paper we present an approach that tackles the
multirobot SLAM problem. Particularly, we focus on
the situation in which a team of robots build their own
local maps of the environment.

The task of building a map of the environment by
a team of robots can be tackled in two different ways.
On the one hand, the robots can build a map jointly.
The result is a map which is common to the team of
robots. On the other hand, each robot can build its
own map independently. In this case, the result is a set
of local maps which can be fused into a global one.

The main advantage of this approach is that the
robots do not need to know other robots’ positions,
so that the map building can be performed indepen-
dently. We concentrate on the map aligment stage, in
which the transformation between different reference
systems is computed.

In our experiments, the robots construct their
maps by extracting Harris points from the environ-
ment. These points are characterized by a U-SURF
descriptor in order to deal with the data association
problem. Moreover, the FastSLAM algorithm is used
to build the map. The maps thus built consist of the
3D coordinates of the landmarks, their corresponding
uncertainty and an associated descriptor.

We have evaluated a set of methods in order
to find the most suitable for aligning this kind of
maps. These methods establish correspondent land-
marks based on the descriptor similarity. Then, these
estimates are refined by means of a least squares min-
imization. The result is a more accurate solution. The
results obtained show that RANSAC has the best per-
formance.

Additionally, we have studied the multirobot case,

in which the alignment should be consistent not only
for pairs of maps but also for a bigger set.

In the future, our aim is to concentrate on the map
merging stage, which is necessary to obtain a unique
global map. In this case, we have to consider that
the landmarks are integrated by different robots and
therefore the source of uncertainty is different. Fur-
thermore, as future work, we want to study the align-
ment and merging problem as being integrated in the
mapping process. So far, the robots build indepen-
dently their local maps, and then, at some point, they
may decide to fusion these local maps. But it would be
also interesting if the robots share observations during
their mapping task. That is to say, each robot will have
their own observations and observations from other
robots of the team. The robot should be able to re-
fer other robots’ observations into its reference sys-
tem (aligment) and integrate them as landmarks in the
map.
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Figure 7: Map alignment (2D view). Fig. 7(a) shows
the local map 1 before the alignment. Fig. 7(b) shows
map 2. Fig. 7(c) show the same maps after the align-
ment.
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