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Abstract:We explore the problem of memory-enhanced stability occurring in a fractional oscillator with fluctuating
eigenfrequency when the oscillator is driven by external sinusoidal forcing and by an additive internal fractional
noise with a power-law type memory. It is established that at intermediate values of the memory exponent the
energetic stability of the oscillator is significantly enhanced. We show that, by conveniently choosing the system
parameters, the output signal–to–noise ratio is a double peaked function of the memory exponent, thus demonstrat-
ing the phenomenon of memory controlled stochastic multiresonance. The connection between the occurrence of
energetic instability and the phenomenon of memory-induced multiresonance is established.
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1 Introduction
The idea that noise, via interaction with the deter-
ministic dynamics of the system, can give counter-
intuitive results, has led to many important discov-
eries: stochastic resonance [1], noise-induced sta-
bility [2, 3], stochastic ratchets (Brownian motors)
[4, 5], noise-induced Hopf bifurcations [6], and noise-
induced first-order phase transitions in some complex
systems [7, 8], to name a few. Active analytical and
numerical studies of various models with random per-
turbations have been stimulated by their possible ap-
plications in different fields, ranging from ecosys-
tems [7, 9] to intracellular protein transport in biol-
ogy [3, 4], or to methods of particle separation in nan-
otechnology [10, 11]. One of the objects of special
attention in this context is the noise-driven harmonic
oscillator [12]-[14]. Since non-linearity presents dif-
ficulties for theoretical analysis of stochastic reso-
nance phenomena, linear models of oscillators with
multiplicative noise are of particular interest. These
models, on the one hand, show quasi-non-linear be-
havior including stochastic resonance [15], while on
the other hand, they allow exact analytical treatment.
It is shown that the influence of noise on the oscil-
lator eigenfrequency may lead to different resonant
phenomena. First, it may cause energetic instabil-
ity, which manifests itself in an unlimited increase
of second-order moments of the output with time,
while the mean value of the oscillator displacement re-
mains finite [13, 16]. This phenomenon is a stochastic
counterpart of classical parametric resonance [13, 17].

Second, if the oscillator is subjected to an external
periodic force and the fluctuations of the oscillator
frequency are colored, the behavior of the moments
and signal–to–noise ratio (SNR) of the output signal
shows a nonmonotonic dependence on noise parame-
ters, i.e., stochastic resonance (SR) [14, 15, 18].

Another popular generalization of the harmonic
oscillator, beside inclusion of stochastic terms, con-
sists in the replacement of the usual friction term in
the dynamical equation for a harmonic oscillator by a
generalized friction term with a power-law type mem-
ory [19]-[21]. The main advantage of this equation,
also called fractional oscillator, is that it provides a
physically transparent and mathematically tractable
description of the stochastic dynamics in a system
with slow relaxation processes and with anomalously
slow diffusion (subdiffusion). Examples of such sys-
tems are supercooled liquids, glasses, colloidal sus-
pensions, dense polymer solutions [22, 23], viscoelas-
tic media [24], and amorphous semiconductors [25].

Although the behavior of both above-mentioned
generalizations of the harmonic oscillator, i.e., a har-
monic oscillator with fluctuating frequency and a frac-
tional oscillator, have been investigated in detail (see,
e.g., [14, 26]), it seems that analysis of the potential
consequences of interplay between eigenfrequency
fluctuations and memory effects is still missing in lit-
erature. This is surprising in view of the fact that the
importance of fluctuations and viscoelasticity for bio-
logical systems, e.g., living cells, has been well rec-
ognized [27].
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Thus motivated, we consider a fractional oscilla-
tor with a power-law memory kernel subjected to an
external periodic force. The influence of the fluctuat-
ing environment is modeled by a multiplicative white
noise (fluctuating eigenfrequency) and by an additive
fractional noise with a zero mean.

The main contribution of this paper is as follows.
In the long-time limit,t → ∞, we provide exact for-
mulas for the analytic treatment of the dependence of
SR characteristics, such as SNR and variance of the
output signal, on system parameters. Furthermore,
we establish the sufficient conditions for the occur-
rence of energetic instability and analyze the behavior
of critical noise intensity (i.e., the intensity of multi-
plicative noise above which the system is unstable) on
the memory exponent. It is found that the energetic
stability of the oscillator is significantly enhanced at
intermediate values of the memory exponent. More-
over, we demonstrate that in certain parameter regions
stochastic multiresonance is manifested in the depen-
dence of the output SNR of the noisy fractional oscil-
lator upon the memory exponent.

The structure of the paper is as follows. In Sec-
tion 2 we present, in a general form, the model investi-
gated. In Section 3, using Kubo’s second fluctuation-
dissipation theorem, some general formulas for the
oscillator displacement are derived and a description
of the output SR quantifiers is given. In Section 4
we introduce a friction kernel with a power-law type
memory and exact formulas are found for the analysis
of the long-time behavior of the SR characteristics.
Memory-enhanced energetic stability and memory-
induced stochastic multiresonance are exposed and
discussed in Section 5. Section 6 contains some brief
concluding remarks.

2 Model
To model an oscillatory system strongly coupled with
a noisy environment, we have chosen an oscillator
with a fluctuating eigenfrequency and with a memory
friction kernel

Ẍ(t) +
t
∫

0
γ(t− t′)Ẋ(t′)dt′ + [ω2 + Z(t)]X(t)

= ξ(t) +A0 sin(Ωt), (1)

whereẊ ≡ dX/dt, X(t) is the oscillator displace-
ment, and fluctuations of the eigenfrequencyω are
expressed as a Gaussian white noiseZ(t) with a zero
mean and a delta-correlated correlation function:

〈Z(t)Z(t′)〉 = 2Dδ(t− t′), (2)

whereD is the noise intensity. The driving force con-
sists of an external harmonic force with a frequency

Ω and an amplitudeA0, and an additive zero-centered
noiseξ(t) which characterizes the influence of a non-
Ohmic thermal bath (environment) on the oscillator.
In the following, we will treat the random forceξ(t)
as a internal noise, i.e., we assume that the fluctua-
tions and dissipation stem from the same source and
the system will finally reach an stationary state. In
this case the frictional kernelγ(t) is related to the
correlation function of the noise via Kubo’s second
fluctuation-dissipation theorem [28]

〈ξ(t)ξ(t′)〉 = kBTγ(|t− t′|), (3)

whereT is the absolute temperature, andkB is the
Boltzmann constant. Here we emphasize that the
noiseZ(t) in Eq. (1) is considered as an external noise
(e.g., caused by another independent thermal bath). In
this case, the fluctuations and dissipation come from
different sources, and the friction kernel and the cor-
relation function of the noise are independent.

The second-order differential equation (1) can be
written as two first-order differential equations

Ẋ(t) = Y (t), (4)

Ẏ (t) +
t
∫

0
γ(t− t′)Y (t′)dt′ + [ω2 + Z(t)]X(t)

= ξ(t) +A0 sin(Ωt) (5)

which, after averaging over the ensemble of realiza-
tions of the stochastic processesZ(t) and ξ(t) at a
given instant in timet, take the following form:

〈Ẋ(t)〉 = 〈Y (t)〉, (6)

〈Ẏ (t)〉+
t
∫

0
γ(t− t′)〈Y (t′)〉dt′ + ω2〈X(t)〉

= A0 sin(Ωt). (7)

Here we have used, that from Eq. (4) it follows that
the correlator

〈Z(t)X(t)〉 = 0. (8)

Thus, it turns out that fluctuations of frequency do not
affect the first moment of the oscillator provided the
fluctuations are delta-correlated, and〈X(t)〉 remains
equal to the noise-free solution. To find the first and
second moments ofX we use the Laplace transforma-
tion technique. By means of the Laplace transforma-
tion to Eqs. (4) and (5) one can easily obtain formal
expressions for the displacementX(t) and the veloc-
ity Ẋ(t) in the following forms:

X(t) = 〈X(t)〉+
t
∫

0

H(t− τ)[ξ(τ)−X(τ)Z(τ)]dτ,

(9)
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Y (t) = 〈Y (t)〉+
t
∫

0

Ḣ(t− τ)[ξ(τ)−X(τ)Z(τ)]dτ,

(10)
where the averages〈X(t)〉 and〈Y (t)〉 are given by

〈X(t)〉 = ẋ0H(t) + x0



1− ω2

t
∫

0

H(τ)dτ





+A0

t
∫

0

H(t− τ) sin(Ωτ)dτ, (11)

〈Y (t)〉 = ẋ0Ḣ(t)− ω2x0H(t)

+A0

t
∫

0

Ḣ(t− τ) sin(Ωτ)dτ, (12)

with deterministic initial conditions such asX(0) =

x0 and Ẏ (0) = ẋ0. The kernelH(t) with the initial
conditionH(0) = 0 is the Laplace inversion of

Ĥ(s) =
1

s2 + sγ̂(s) + ω2
, (13)

where

γ̂(s) =

∞
∫

0

e−stγ(t)dt. (14)

In this work, we will restrict ourselves to the case
where

lim
s→0

sγ̂(s) = 0. (15)

Thus in the long-time limit,t → ∞, the memory
about the initial conditions will vanish and the mean
oscillator displacement is given by

〈X(t)〉as := 〈X(t)〉|t→∞ =

A0

t
∫

0
H(t− τ) sin(Ωτ)dτ. (16)

Equation (16) can be written as

〈X(t)〉as = A sin(Ωt+ ϕ). (17)

The responseA and the phase shiftϕ are obtained by
means of the complex susceptibility

χ = χ′ + iχ′′ = Ĥ(−iΩ), (18)

whereχ′ andχ′′ are the real and imaginary parts of
the susceptibility.

For the response, we have

A2 = A2
0|χ|2 =

A2
0

[

(

ω2 − Ω2 +Ωγ1(Ω)
)2

+Ω2γ22(Ω)
]−1

, (19)

and the phase shift can be represented as

ϕ = arctan(−χ′′

χ′
) =

arctan

[

− Ωγ2(Ω)

ω2 − Ω2 +Ωγ1(Ω)

]

, (20)

where

γ1(Ω) :=

∞
∫

0

γ(t) sin(Ωt)dt,

γ2(Ω) :=

∞
∫

0

γ(t) cos(Ωt)dt. (21)

Note that Eqs. (19) and (20) are independent of the
noisesZ(t) andξ(t).

3 Second moments

Here we will evaluate the long-time behavior of the
varianceσ2(X) and the correlation functionK(τ, t)
of the oscillator displacement:

σ2(t) ≡ 〈(X(t)− 〈X(t)〉)2〉, (22)

K(τ, t) ≡ 〈(X(t+ τ)− 〈X(t+ τ)〉)
(X(t)− 〈X(t)〉)〉. (23)

Starting from Eq. (9), we obtain for the correlation
function

K(t, τ) =

t+τ
∫

0

t
∫

0

H(t+ τ − t1)H(t− t2)

×{〈X(t1)X(t2)Z(t1)Z(t2)〉+ 〈ξ(t1)X(t2)Z(t2)〉

+〈ξ(t2)X(t1)Z(t1)〉+ 〈ξ(t1)ξ(t2)〉}dt1dt2. (24)

Because of Eq. (8) and statistical independence of the
processesξ(t) andZ(t) it follows that

〈ξ(t1)X(t2)Z(t2)〉 = 〈ξ(t2)X(t1)Z(t1)〉 = 0. (25)

Using the well-known Furutzu-Novikov procedure
[29], the new correlator〈X(t1)X(t2)Z(t1)Z(t2)〉 can
be given by

〈X(t1)X(t2)Z(t1)Z(t2)〉 = 2D〈X2(t2)〉δ(|t2− t1|).
(26)
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In the long-time limit,t → ∞, Eqs. (24)-(26),
(17), and (3) yield the following asymptotic formula
for the correlation functionK(τ, t):

Kas(τ, t) =

kBT
∞
∫

0

∞
∫

0
H(t1)H(t2)γ(|τ + t2 − t1|)dt1dt2

+2D
∞
∫

0
H(τ + t1)H(t1)

×
{

σ2(t− t1) +A2 sin2 [Ω(t− t1) + ϕ]
}

dt1,

t → ∞. (27)

The two-time correlation functionKas(τ, t) de-
pends on both timest andτ and becomes a periodic
function of t with the period of the external driving,
T = 2π/Ω. Thus, as in [30], we define the one-time
correlation functionK1(τ) as the average of the two-
time correlation function over a period of the external
driving, i.e.,

K1(τ) =
1

T

T
∫

0

Kas(τ, t)dt. (28)

Using Eq. (27) we obtain

K1(τ) = D
(

2σ̄2 +A2
)

∞
∫

0

H(τ + t)H(t)dt+

kBT

∞
∫

0

∞
∫

0

H(t1)H(t2)γ (|τ + t2 − t1|) dt1dt2, (29)

where σ̄2 is the time-homogeneous part of the vari-
ance of the oscillator displacementX in the asymp-
totic regime,t → ∞, i.e.,

σ̄2 =
1

T

T
∫

0

σ2
as(X(t))dt. (30)

As K1(0) = σ̄2 and the second term in the right side
of Eq. (29) can be simplified atτ = 0 to [31]

∞
∫

0

∞
∫

0

H(t1)H(t2)γ (|t2 − t1|) dt1dt2 =
1

ω2
(31)

we find from Eq. (29) that

σ̄2 =
1

2[Dcr −D]

(

DA2 +
2kBTDcr

ω2

)

, (32)

where the critical noise intensityDcr reads

Dcr =



2

∞
∫

0

H2(t)dt





−1

. (33)

From Eq. (32) we can see that the stationary
regime is possible only ifD < Dcr. As the noise
intensityD tends to the critical valueDcr the vari-
anceσ̄2 increases to infinity. This is the indication
that forD > Dcr energetic instability appears, which
manifests itself in an unlimited increase of second-
order moments of the output of the oscillator with
time, while the mean value of the oscillator displace-
ment remains finite [13, 16]. This phenomenon is
a stochastic counterpart of classical parametric reso-
nance in the case of an ordinary deterministic oscil-
lator (without a memory kernel) with time-dependent
frequencies [13, 17].

Turning now to Eq. (29), we consider the signal–
to–noise ratio (SNR) of the output signal. The one-
time correlator

K(τ) =
1

T

∫ T

0
〈X(t+ τ)X(t)〉asdt (34)

can be written exactly as the sum of two contributions:

K(τ) = K1(τ) +K2(τ), K2(τ) =
A2

2
cos(Ωτ),

(35)
i.e., the coherent partK2(τ), which is periodic inτ
with the periodT , and the incoherent partK1(τ),
which decays to zero for large values ofτ . Accord-
ing to [30], the output SNR (Rout) at the forcing
frequencyΩ is defined in terms of the Fourier co-
sine transform of the coherent and incoherent parts of
K(τ). Namely,

Rout =
Γ2

Γ1
, (36)

where

Γ2 =
2

T

∫ T

0
K2(τ) cos(Ωτ)dτ =

A2

2
, (37)

and

Γ1 =
2

π

∫ ∞

0
K1(τ) cos(Ωτ)dτ =

A2

πA2
0

{

D

(

σ̄2 +
A2

2

)

+ 2kBTγ2(Ω)

}

, (38)

where the quantityγ2(Ω) is given by Eq. (21). Thus

Rout =
A2

0π

D (2σ̄2 +A2) + 4kBTγ2(Ω)
. (39)

It is worth pointing out thatRout tends to zero as the
noise intensityD tends to the critical valueDcr.
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4 Fractional oscillator
To find more physically tractable results, we intro-
duce a noiseξ(t), known as fractional Gaussian noise,
in Eq. (1). The fractional Gaussian noise is closely
related to the fractional Brownian motion process
[20, 32]. That process has two unique properties: self-
similarity with the Hurst coefficient0 < H < 1, and
stationary increments [33]. In the case of the frac-
tional Gaussian noise with1/2 < H < 1

〈ξ(t+τ)ξ(t)〉 = kBTγω̃
1−α

Γ(1− α)|τ |α , 0 < α < 1, (40)

where the memory exponentα = 2 − 2H, Γ(z) is
the gamma function, and̃ω denotes a reference fre-
quency allowing for the friction constantγ to have the
dimension of viscosity for any values of the memory
exponent. Thus Eq. (1) behaves as a stochastically
perturbed fractional oscillator

d2X

dt2
+ γω̃1−α d

αX

dtα
+ [ω2 + Z(t)]X(t) =

ξ(t) +A0 sin(Ωt), (41)

where

dαX

dtα
=

1

Γ(1− α)

t
∫

0

Ẋ(t′)

(t− t′)α
dt′ (42)

is the fractional Caputo derivative [34]. Note that at
the same time, Eq. (41) also corresponds to the sub-
Ohmic model of coupling with the thermal bath oscil-
lators [35] or with a fracton thermal bath [36].

Now we consider the dependence of the critical
noise intensityDcr on the system parameters. Using
the Eqs. (3), (40), and (14) we find from Eq. (13) that

Ĥ(s) =
1

s2 + γω̃1−αsα + ω2
. (43)

To evaluate the inverse Laplace transform ofĤ(s) we
use the residue theorem method described in [37]. The
inverse Laplace transform gives

H(t) =
2√

u2 + v2
e−βt sin(ω∗t+ θ)

+
γω̃1−α sin(απ)

π

∞
∫

0

rαe−rtdr

B(r)
, (44)

wheres1,2 = −β ± iω∗ (β > 0, ω∗ > 0) are the pair
of conjugate complex zeros of the equation

F (s) ≡ s2 + γω̃1−αsα + ω2 = 0, (45)

while, F (s) is defined by the principial branch ofsα.
The quantitiesu, v, θ, andB(r) are determined by

u = −2β +
αγω̃1−α cos[(1− α) arctan(−ω∗

β
)]

(β2 + ω∗2)
1−α

2

,

v = 2ω∗ −
αγω̃1−α sin[(1− α) arctan(−ω∗

β
)]

(β2 + ω∗2)
1−α

2

,

θ = arctan

(

u

v

)

, (46)

and

B(r) :=
[

r2 + γω̃1−αrα cos(πα) + ω2
]2

+γ2ω̃2(1−α)r2α sin2(απ). (47)

Then, from Eq. (33),

D−1
cr =

2

β(β2 + ω∗2)[u2 + v2]2

×{(β2 + ω∗2)(u2 + v2)− β[β(v2 − u2)− 2ω∗uv]}

+
4γ2ω̃2(1−α) sin2(απ)

π2

∞
∫

0

rαdr

B(r)

r
∫

0

sαds

(r + s)B(s)

+
8γω̃1−α sin(απ)

π(u2 + v2)

∞
∫

0

rα[vω∗ + u(r + β)]dr

[ω∗2 + (r + β)2]B(r)
. (48)

It must be emphasized that the relaxation function
H(t) as well asD−1

cr can be represented via Mittag-
Leffler-type special functions [34]. But as the nu-
merical calculations in this case are very compli-
cated, we suggest, apart from possible representations
via Mittag-Leffler functions, a numerical treatment of
Eq. (48). Finally, to complete the formulas (19), (20),
and (39) for the fractional oscillator (41) we evaluate
the quantitiesγ1(Ω) andγ2(Ω) from Eq. (21). The
results are

γ1(Ω) = γ

(

ω̃

Ω

)(1−α)

cos(
απ

2
),

γ2(Ω) = γ

(

ω̃

Ω

)(1−α)

sin(
απ

2
). (49)

5 Results
Our next task is to investigate, on the basis of Eq. (48),
the dependence of the appearance of energetic insta-
bility on the memory exponentα at various values of
the friction coefficientγ and a reference frequencỹω.
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Here we emphasize that for all figures we use a di-
mensionless formulation of the dynamics with a time
scaling of the following form:

t∗ = ωt, γ∗ =
γ

ω
, ω̃∗ =

ω̃

ω
, D∗ =

D

ω3
,

Ω∗ =
Ω

ω
, (50)

i.e. ω∗ = 1.
It is well known that in the case of an ordinary

oscillator (without memory,α = 1) with a fluctuat-
ing frequency the critical noise intensityDcr = γω2.
Thus, when the noise intensity exceeds the valueγω2,
the oscillator becomes energetically unstable [13].

In Fig. 1, several graphs depict the behavior of
Dcr/γ versus the memory exponentα for differ-
ent representative values of the parametersγ and ω̃.
These graphs show a typical resonance-like behavior
of Dcr(α). As a rule, the maximal value ofDcr/γ
increases as the values of the friction coefficientγ or
the reference frequencỹω increases, while the posi-
tions of the maxima are monotonically shifted to a
lower α with a rise inγ. Moreover, for some values
of the parametersγ andω̃ a multiresonance with two
maxima appears [see the solid lines in Fig. 1]. Thus,
at intermediate values of the memory exponentα the
energetic stability of the fractional oscillator is signif-
icantly enhanced in comparison with an ordinary os-
cillator (without memory,α = 1). The effect is very
pronounced at high values of the dampingγ. A physi-
cal explanation for the behavior ofDcr(α) in the case
of strong memory,α → 0, is based on the cage ef-
fect [26]. For smallα the friction force induced by
the medium is not just slowing down the particle but
also causing the particle to develop a rattling motion.
To see this consider Eq. (41) together with Eq. (42) in
the limit α → 0,

Ẍ+[γω̃+ω2+Z(t)]X = ξ(t)+γω̃X(0)+A0 sin(Ωt).
(51)

Equation (51) describes a stochastically perturbed har-
monic motion with the zero value effective friction
coefficient,γef = 0, and with the effective eigenfre-
quencyωef =

√

γω̃ + ω2. Evidently, the correspond-
ing Dcr = γefω

2
ef tends to zero. In this sense the

medium is binding the particle, preventing dissipation
but forcing oscillations.

To clarify the behavior ofDcr(α) at the low mem-
ory limit, α → 1, let us take a closer look to the pa-
rameter regimeω = ω̃ = 1 andγ < 2, (cf. Fig. 1(b)).
In this case it turns out that due to the values of the
parameters considered the integral term of the relax-
ation functionH(t) [see Eq. (44)] is, at sufficiently
low memory,α ≈ 1, so small (though it will be domi-
nant at later moments) that it can be neglected together
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Figure 1: Critical noise intensityDcr versus the mem-
ory exponentα at several values of the parametersγ
and ω̃. All quantities are dimensionless with a time
scalingω = 1. Solid line, γ = 1.62; dashed line,
γ = 5; dotted line,γ = 0.8. Panel (a): ω̃ = 2/3;
panel (b):ω̃ = 1; panel (c):ω̃ = 2.

with the phaseshiftθ. So Eq. (44) turns to

H(t) ≈ 2√
u2 + v2

e−βt sin(ω∗t). (52)

To get an idea about the influence of the memory ex-
ponentα on the critical noise intensityDcr atα = 1
we compare the result (52) with those from the classi-
cal damped oscillator with fluctuating frequency

Ẍ + γef Ẋ +
[

ω2
ef + Z(t)

]

X = 0, (53)
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where
γef = 2β, ω2

ef = ω∗2 + β2. (54)

Note that the relaxation functionH(t) for the oscil-
lator (53) is the same as that presented by Eq. (52).
Hence, the critical noise intensityDcr(α) behaves as

Dcr(α) = γefω
2
ef . (55)

For the parameter regimeω = ω̃ = 1 andγ < 2 it
follows from Eqs. (45) and (54) that in the limitǫ → 0,
whereǫ = 1− α, the effective parametersγef (ǫ) and
ωef (ǫ) are increasing functions ofǫ

(

dγef
dǫ

)

|ǫ=0
=

2γ2
√

(4− γ2)

[

π − arccos
γ

2

]

> 0,

(

dωef

dǫ

)

|ǫ=0
=

1

γ

(

dγef
dǫ

)

|ǫ=0
> 0. (56)

Thus, in the case of very low memory a decrease of
the memory exponent causes increase of the effective
eigenfrequency and also enhancement of dissipation.
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Figure 2: Dependence of the variance(σ̄2) and the
output SNR(Rout) computed from Eqs. (32) and (39)
on the memory exponentα. The parameter values:
γ = 1.62, T = 0, A0 = Ω = ω = ω̃ = 1, andD =
0.5. All quantities are dimensionless with a scaling by
Eq. (50). The dashed line depicts the position of the
critical memory exponentα1 ≈ 0.10 below which the
oscillator is unstable.

Consequently, atα ≈ 1 the critical noise intensity
Dcr(α) is a decreasing function ofα (cf. Fig. 1).
Bearing in mind the behavior ofDcr(α) at both of the
limiting cases (i.e., at low and strong memory) the oc-
currence of a maximum ofDcr at intermediate values
of the memory exponent is not surprising.

Next we consider the dependence of SR charac-
teristics (SNR and variance) on the memory exponent
α. In Figs. 2, 3, and 4 we depict, on two panels, the
behavior of̄σ2 andRout for various values of the noise
intensityD. In the case considered in Fig. 2 the noise
intensity is lower as the critical value atα = 1, i.e.,
D < ω2γ. As a rule (except for some special pa-
rameter combinations) in this case the varianceσ̄2 de-
creases rapidly from infinity atα1, Dcr(α1) = D, to
a minimum and next increases slowly to a finite value
atα = 1 as the memory exponent increases. Note that
for α < α1 the system is energetically unstable. The
dependence of SNR onα corresponds to the behavior
of the variance [cf. Eq. (39)] and thus demonstrates a
resonance–like maximum in the interval(α1, 1).

In the case ofω2γ < D < Dcrmax, where
Dcrmax is the maximal value ofDcr(α) by variations
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Figure 3: SR characteristics [SNR(Rout) and vari-
ance(σ̄2)] as functions of the memory exponentα
at the noise intensityD = 2.025. Other parameter
values are the same as in Fig. 2. The dashed lines
depict the position of the critical memory exponents
α1 ≈ 0.37 andα2 ≈ 0.78: for α > α2 and forα < α1

the oscillator is unstable.
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of α, the SR characteristics exhibit a very strong non-
monotonic dependence on the memory exponent, i.e.,
a typical resonance phenomenon continues to increase
α. As shown in Fig. 3, clearly the resonance peak of
Rout corresponds to the value ofα at which the vari-
anceσ̄2(α) is maximally suppressed.

As mentioned above, for some parameter regimes
the dependence of the critical noise intensity on the
memory exponent exhibits a double peak structure
(see Fig. 1). IfDcrmin < D < D∗

crmax, where
Dcrmin andD∗

crmax are the values ofDcr(α) at the
local minimum and the local maximum, respectively,
this case is characterized by the following scenario
(see Fig. 4): For small values of the memory ex-
ponent,α < α1, whereD > Dcr(α1), the os-
cillator is energetically unstable. Atα = α1, i.e.,
D = Dcr(α1), the system becomes stable. In the in-
tervalα1 < α < α2 there appears a stable regime,
where SNR exhibits a resonance-like behavior versus
α. At α = α2, whereD = Dcr(α2), the energetic
stability disappears (variance tends to infinity) and the
system approaches an unstable regime, thus making a
reentrant transition. With increasing the memory ex-
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Figure 4: Multiresonance of SR characteristics [SNR
(Rout) and variance(σ̄2)] versus the memory expo-
nentα at the noise intensityD = 1.8. Other parame-
ter values are the same as in Fig. 2. The dashed lines
depict the position of the critical memory exponents
α1 ≈ 0.33, α2 ≈ 0.87, α3 ≈ 0.95, andα4 ≈ 0.98, at
which σ̄2 tends to infinity.

ponent, one observes another region of the values of
α, α3 < α < α4, where the oscillator is energetically
stable and the above scenario is repeated. Thus, the
appearance of multiresonace of SNR versusα is due
to a strong suppression of the output variance in the
stability regions of the system.

6 Conclusions

In this work, we have analysed the phenomena of
SR and stochastic parametric resonance within the
context of a noisy, fractional oscillator with a fluc-
tuating eigenfrequency driven by external sinusoidal
forcing and by an additive internal fractional noise.
The frequency fluctuations are modeled as a Gaussian
white noise. According to Kubo’s second fluctuation-
dissipation theorem, the viscoelastic type friction ker-
nel with memory is assumed as a power-law func-
tion of time. The Laplace transformation technique
with the Furutzu–Novikov procedure allows us to find
exact formulas for the output variance and for the
signal–to–noise ratio (SNR) at the long-time limit.

A major virtue of the investigated model is that
interplay of parametric fluctuations, external periodic
forcing, and the memory of the friction kernel can
generate a variety of nonequilibrium cooperation ef-
fects.

One of our main results is that the energetic sta-
bility of the noisy fractional oscillator can be signifi-
cantly enhanced at intermediate values of the memory
exponent. This result is highly unexpected in view of
the cage effect observable at strong memory [26].

As another main result we have found a mul-
tiresonance versus the memory exponent of the out-
put SNR, and we show that this phenomenon is sig-
nificantly associated with the critical characteristics
of stochastic parametric resonance. Furthermore,
the memory of the friction kernel can induce re-
peated reentrant transitions between different dynami-
cal regimes of the oscillator. Namely, in some cases an
increase of the memory exponent induces transitions
from a regime where the system is energetically un-
stable to a stable regime, but instability appears again
through a reentrant transition at higher values of the
memory exponent.

We believe that the results of this paper not only
supply new issues for theoretical investigations of
fractional dynamics in stochastic systems, but also
suggest new possibilities for interpreting experimental
subdiffusion results in biological applications, where
issues of memory and multiplicative noise can be cru-
cial [20, 27, 38, 39, 40].
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