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Abstract: Estate appraisal can be defined as valuing a land or property as of a given date using common data util-
ising standardised methods and statistical testing. Estate appraisal has several applications such as asset valuation
for lenders, property tax estimation, insurance estimation, and estate planning, grant new mortgages to new home
buyers, and purchase mortgage packages, which can contain thousands of mortgages, as investments. It is also
used to guide potential buyers and sellers with making purchasing decisions. The drawbacks of on-site manual
property valuation include: it is time-consuming, costy, based on subjective judgments and sometimes it is based
on validation using a negotiated price rather than estimating the true market value of a property. In this paper, the
authors build an Artificial Neural Network model for the purpose of automatic appraisal of Jordanian estates to
avoid the drawbacks of manual appraisal. The proposed Artificial Neural Network model is built in two stages:
In the first stage, a Genetic Algorithm optimiser is used to determine the best topology for the Artificial Neural
Network. In the second stage, the optimised Artificial Neural Network topology is trained for the best values for
the weights. In evaluating the property price, several factors are taken into consideration such as area size, location,
lot area, establishment year, price for building a square meter, and type of building (commercial or agricultural)
and others. Records from Jordanian Department of Lands & Survey are used for training the Artificial Neural Net-
work model and for testing its performance to find the best model that represents the underlying relation between
a land/property and its characterising features. Statistical tests were performed to validate the effectiveness of the
proposed method.

Key–Words: Artificial neural network, Genetic algorithm, Estate appraisal, Automatic valuation model, Computer-
assisted mass appraisal, Cost approach, Sales comparison approach, Income approach.

1 Introduction
Estate appraisal can be defined as valuing a land or a
property as of a given date using common data, stan-
dardised methods and statistical testing [1]. Many
specialised, professional organisations were estab-
lished worldwide for the purpose of property valu-
ation, such organisations include: Appraisal Foun-
dation, Appraisal Institute, International Association
of Assessing Officers (IAAO). Such organisations
produce many standards of appraisal best practices
[2, 3, 4]. Mass appraisal methods of a group of lands
and/or properties are applied in such organisations to
assess land or property value for use, for example, in
determining local government rates and for the possi-
ble imposition of land taxes on residential properties
[1].

Lands are usually classified into either agricultural,
commercial, industrial or residential. When a land
has premises built on it, the premises (real properties)
are usually classified as either commercial, industrial
or residential properties. Residential properties are
usually of special interests for human evaluators (ap-
praisers). A residential property is a place aimed to
be owned and used as a residence for a single fam-
ily. Residential property valuation (appraisal) is the
process of identifying the price of a residential prop-
erty based on its characteristics such as size and loca-
tion according to the current market conditions. This
appraisal may change with changes in market condi-
tions, therefore the estimate needs to be updated peri-
odically, also the estimate must be supported by simi-
lar appraisal for real recent estate transactions [2, 5].
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Taxes on properties is legalised in many countries and
is considered an important source of tax revenue for
local governments, several countries like China are
continuously developing such legislations [1]. Usu-
ally taxes on properties are imposed based on the val-
ues of properties, therefore, a proper, objective, con-
sistent, cost-effective and accurate valuation model
should be employed. This is especially needed for
mass appraisal of hundreds and thousands of proper-
ties.
Residential property appraisal should be performed
accurately as such appraisal is required for tasks such
as asset valuation for lenders, property tax estima-
tion, insurance estimation, and estate planning. Ac-
curacy of asset valuation is of critical importance to
users such as commercial lenders whose slim mar-
gins leave little room for error [6]. Also when finan-
cial institutions like banks and governmental housing
departments grant new mortgages to new home buy-
ers, and purchase mortgage packages, which can con-
tain hundreds or even thousands of mortgages, on the
secondary market as investments, a property appraisal
process is usually needed. Property appraisal is also
used to guide potential buyers and sellers with mak-
ing purchasing decisions, and are needed for variety
of insurance purposes [5, 7, 8].
Enormous efforts are going on in cadastral depart-
ments worldwide, workers in Jordan cadastral depart-
ment which is called Jordanian Department of Lands
& Survey, in addition to their usual clerk work, are
usually asked to do on-site visits for valuation of lands
and properties. The disadvantages of on-site manual
property valuation, including [5, 6, 7, 8]:

• It is time-consuming as it may require several
days of preparation and it may take several site
visits to give an estimation.

• It costs a lot of money per subject property (es-
timated of 100-200 Jordan Dinar (JD) in Jordan
and $500 in the US market) and the appraiser is
charging the customer, therefore it may become
an expensive process.

• Lack of comparable properties forces the ap-
praiser to make subjective judgments (appraiser
bias) regarding the differences in value created
by the differences in the original and the compar-
ative properties. Also appraisers with different
levels of experience may have different evalua-
tions.

• Some appraisers may apply an easier approach

by validating a negotiated price rather than esti-
mating the true market value of a property.

According to the US census bureau, it is esti-
mated that there are 129,065,264 houses in the US
[9]. The number of land pieces exceeds this number
by several times. According to some sources there
are 4,055,755 real estate listings, homes for sale and
rental properties [10]. If we consider the huge num-
ber of available properties and the efforts needed to
evaluate their prices by human appraisers, the need
come to automate this process. Automation could re-
duce the length and costs of the home buying process
by as much as 20%-50% with the increased speed of
processing and approval leading to savings of up to
$1,000 [6].
Automatic Valuation Models (AVM) for land/property
valuation can be used by evaluating the price of a
land/property based on set of features for a set of
lands/properties with similar features to the one to
be estimated, taking into consideration the changing
conditions of the market [5]. An automatic valuation
system may be easily embedded in a larger process-
ing system, such as one for loans. Once the system
is setup, it can also be integrated inside tax valuation
systems to calculate the tax deserved on properties in-
dependence from experts [6].
In this paper, an attempt is made to automatically ob-
tain an evaluation of the prices of lands/properties
in the Jordanian market using an Artificial Neural
Network (ANN) function approximation model. the
ANN model is first optimised using Genetic Algo-
rithm (GA) to find the best topology of the network.
Then the best ANN topology is further fine-tuned us-
ing standard feedforward training. The ANN model
approximates the price of a land/property based on
several features. The used records for lands/properties
is obtained from Jordanian cadastral department (Jor-
danian Department of Lands & Survey) from the north
and the south of the capital Amman, the Jordanian
capital. To the best of our knowledge no such effort
was made to automatically evaluate the prices of prop-
erties in the Jordanian market.
The rest of this is paper is organised as follows: sec-
tion 2 reviews current approaches used for proper-
ties’ valuation. Section 3 reviews previous attempts
to automatically evaluate the price of residential prop-
erties. Section 4 introduces preliminary information
about ANN and GA which are used in the approach
proposed in this paper. Section 5 details the technical
details of the proposed system. Section 6 summarises
the main findings and the results while section 7 draws
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conclusions and presents for future work.

2 Approaches for Property evalua-
tion

The usual approach of property appraisal it to do the
appraisal by an on-site visit by a human expert (ap-
praiser). The first step in evaluating the price of a land
with a property built on it is to evaluate the price of
the land, the evaluation is based on the area of the
land to be sold and the basic price for the square me-
ter. By multiplying these two values, the basic price
of the land can be obtained. Several indicators also
affect the price of a land, some of the indicators have
positive effect while others have negative effect. Each
indicator either increase or decrease the price of the
land by a certain percent. The price of the land is ba-
sic price plus the price corresponding to the sum of
positive indicators minus the price corresponding to
the sum of negative indicators.
After evaluating the price of the land, the price of
the property can be evaluated, common methods used
by human appraisers to evaluate a property based on
mathematical models, which illustrate the relation-
ship between the value and the features of the con-
cerned property, such methods include: Cost Ap-
proach, Sales Comparison Approach and Income Ap-
proach [1, 5, 11, 12, 13] [Jordanian Department of
Lands & Survey, personal communications]:

2.1 Cost Approach
It is reasonable to assume that no rational investor will
pay more for an existing property than it would cost
to buy the land and to build a new building on it. The
cost approach if used properly can produce highly ac-
curate valuations. In the cost approach, the cost struc-
ture of a real property being estimated is analysed, and
try to get the replacement price of the property. Then
the reasonable value of the property can be assessed
by considering depreciation rate where in Jordan it is
estimated to be 2% per year for residential properties
(Jordanian Department of Lands & Survey, personal
communications). This approach requests to assess
the value of the land and property separately, the the-
ory is that the value of a property can be estimated
by summing the land value and the depreciated value
of any improvement. Cost approach calculation de-
pends on land and depreciated values, the properties
sale area, per meter price, and the advantage and de-
fects values. Due to the depreciated value, the cost

approach is considered reliable when used on newer
structures, but the method tends to become less reli-
able for older properties. According to the Jordanian
Department of Lands & Survey, the Cost Value (CV)
is calculated using the following equation:

CV = (A ∗ P ) + AV −DV −D + LV (1)

Where

A Property area
P Property price per unit (square meter)
AV Summation of positive indicators
DV Summation of negative indicators
D Depreciation

The Depreciation is calculated by:

Depreciation = 0.02 ∗ property age ∗ (A ∗ P ) (2)

The appraiser needs to adjust the calculated value
to reflect market conditions.

2.2 Sales Comparison Approach
The economic rationale of the sales comparison ap-
proach is that when the general market conditions are
the same, no investor would pay more for a prop-
erty than other investors have recently paid for similar
properties [1]. The main idea of the sales compari-
son approach is to simulate the price that would have
been paid if each comparable sale was identical to the
subject property. If the adjustment to the comparable
is superior to the subject, a downward adjustment is
necessary. Likewise, if the adjustment to the compa-
rable is inferior to the subject, an upward adjustment
is necessary [13]. Sources of comparable data include
real estate publications, public records, buyers, seller,
appraisers, and others. The basic steps an appraiser do
in the sales comparison approach [1, 5, 6]:

1. Finds comparable properties the same as the
property being valued; i.e. recent sales that are
located near the subject property (using sales
records). Finding the most similar properties
is performed by contrasting the subject property
with the comparables. This process assumes that
the items market value can be derived by the
prices demanded by similar items in the same
market.

2. Selects a balanced subset of the most promising
comparables to derive the final estimate.
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3. Adjusts the comparables sales price to reflect
their differences from the subject property (using
heuristics and personal experience).

4. Average the comparables adjusted sales prices
(using any reasonable averaging method) and de-
rives the value for the subject property.

This process assumes that the items market value can
be derived by the prices demanded by similar items
in the same market. Equation (3) represents the Sales
Comparison Value (SCV) calculated according to the
Jordanian Department of Lands & Survey.

SCV = (A ∗ CAP ) + LV (3)

Where

A Property area
CAP Average meter price of comparables
LV Land value

2.3 Income Approach
The rationale behind the income approach is that no
investor will pay more for a property than s/he will re-
trieve by holding the property. The income approach
is based on the idea that the current value of a property
is the present worth of future benefits to be derived
through income production by the property over the
remainder of its economic life. The income approach
is based upon the principle of anticipation; i.e., the
expectation of future benefits such as the market rent
that a property can be expected to earn, and the re-
version (resale) when a property is sold. It converts
(through capitalization) the anticipated benefits of the
ownership of a property into an estimate of present
value. The following equations characterise the In-
come Value (IV) of a property in the income approach
according to the Jordanian Department of Lands &
Survey where the Interest Rate (IR) equals 0.07.

IV = (PI − LI) ∗MF + LV (4)

Where
PI Property Income
LI Land Interest
MF Multiplying Factor
LV Land Value

The parameters in equation (4) are characterised by
the following equations:

PI = A ∗AAR− (MMC + TF ) (5)

Where

A Property area
AAR Property average annual rent per meter
MMC Maintenance and Management Cost
TF Taxes and Fees

and
LI = IR ∗ LandV alue (6)

and

MF =
(1 + IR)RemainingAge − 1
(1 + IR)RemainingAge ∗ IR

(7)

Where RemainingAge is calculated as:

RemainingAge = 50−(CurrentY ear−Y earofConstruction)
(8)

The summation of Maintenance and Management
Cost (MMC) and Taxes and Fees (TF) in equation (5)
can be calculated as

MMC+TF = 0.19 ∗A ∗AAR (9)

3 Previous Attempts for Automatic
Property Appraisal

Timely asset valuation and pricing is a big challenge
in the commercial and financial world. The value of
stocks and bonds can be easily determined, on the
other hand, the same precise valuation for real-estate
assets cannot be performed, which could have been
used as collateral for mortgage-backed securities [14].
Real property mass appraisal theory was developed
in 1920 by the American John A. Zangerle [1]. Ap-
praisal for multiple properties is currently estimated
by sampling techniques. Sampling is less accurate
when used for large batch of properties, therefore au-
tomatic valuation process is needed.
The most commonly used quantitative valuation
model in real estate is Multivariate Linear Regres-
sion (MLR). Other Multivariate Regression Analy-
sis (MRA) techniques are occasionally used, and any
model is known as an Automated Valuation Model
(AVM) within the industry. Linear regression assumes
that variables affecting real estate values are linearly
related to the price. It may be easily shown, however,
that a number of variables affecting prices exhibit non-
linear relationships with the price. Among these vari-
ables are age, distance to city centre, number of bath-
rooms, and square footage among others [6].
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AVMs are computer programs that analyse real prop-
erty market to provide estimates of value, some-
times this is called Computer Assisted Mass Appraisal
(CAMA) techniques. Computer assistance allows
thousands of calculations per second and gets a very
high degree of accuracy. Also automatic valuation en-
sures the objectivity of the appraisals and facilitates
quality control. Depending on automatic valuation,
human appraisers can spend more time gathering the
information necessary to value the property. AVMs
also reduce costs, permit the use of larger, more rep-
resentative samples [1].
Several approaches can be used for the purpose of au-
tomatic property appraisal. The simplest one would be
the use of a Case-Based Reasoner Reasoning (CBR)
[15] as proposed by Gonzalez and Laureano-Ortiz
[16]. The proposed CBR approach by gonzales did
not use the intuitive imprecision used in sale com-
parison approach (manual approach) which include:
finding the most similar house(s), located near to the
subject property, sold not too long ago; and selecting
a balanced subset of the most promising comparable
properties to derive the final estimate.
Bonissone and other researchers [5, 14] proposed the
use of a fuzzy CBR system in which the input features
of the properties (address, date of sale, living area, lot
area, number of bathrooms and bedrooms) in the data
set of previous properties are assigned a fuzzy mem-
bership value (between 0 and 1) based on their close-
ness to the subject property to be evaluated. The clos-
est 4-8 properties are then selected for further compu-
tations like averaging and adaptation to estimate the
price of the subject property. The price is adjusted
according to: construction quality, conditions, pools,
fireplaces, etc. [14].
Khedkar et al. [7] proposed a method in which a
generative Artificial Intelligence (AI) method trains a
fuzzy-neural network using subset of cases from the
a case-base to produce a run-time system to provide
an estimate of the subject’s property value. The sys-
tem implements a fuzzy system with five-layer neu-
ral network. High level human-plausible if-then fuzzy
inference rules are used to map raw input to an ANN
input by using the output of the rule (then part). Then
the new input is used to train a supervised BP trained
ANN to map these values to an evaluated property
price.
Anderson et al. [6] pointed that there are a large num-
ber of complexly inter-related variables that function
to determine a value for a property. Possible features
are “quality” of the property, the neighborhood, and
the location of the property within the neighborhood

[6]. Among the features studied by Anderson et al.
are: Level of quietness (absence of noise from road
traffic), distance to railways or airports, distance to
public transportation, distance to city centre, qual-
ity of unobstructed view to surroundings, distance
to shopping facilities, distance to nature places like
forests, open areas, or lakes, distance to primary and
secondary schools, and social standing of the area.
Anderson et al. also indicated that it is also possi-
ble to include economic factors that influnce the price
of a property in valuation. While one can hypothesise
the general state of the economy, the local rate of un-
employment, the average rate for a 30 year fixed mort-
gage, the patience of the buyer, the month or quarter in
which the houses are sold, only experimentation can
determine the feasibility of including these factors. It
may be that the influence of these types of factors can-
not be distinguished from noise in the data set [6].
Lasota et al. [11] utilised a tool called KEEL
(http://sci2s.ugr.es/KEEL/) to test the performance of
several learning algorithms for the purpose of evaluat-
ing the prices of properties. They include features like
usable area of premises, number of rooms, floor, year
of construction, number of storeys in the building,
number of residential and non-residential premises in
a building, and geodetic coordinates Xc and Yc of a
building.

4 Preliminaries
Artificial Neural Network (ANN) are chosen to model
the relation between the land or property features and
the price for that land or property. The reason for
choosing ANN for this task is its ability to model un-
derlying relations and patters in data. By choosing
the right topology and right parameters for the ANN,
it can model linear and non-linear relations in pat-
ters. ANN was classically used in enormous num-
ber of studies for the task of function approximation
[17, 18].
The task of designing an ANN faces the problem of
deciding the appropriate size, structure and parame-
ters of the ANN. The problem of optimising the pa-
rameters of an ANN for obtaining high classification
accuracy is a hard problem in the literature. Empiri-
cally optimising the ANN may need a large number
of experiments due to the large number of parameters
that need to be decided. Several methods were pro-
posed for the task of determining the best parameters
for the ANN to achieve high classification accuracy.
Lappas proposed a mathematical formula for priori
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calculating the size of an ANN for achieving high
classification accuracy [19]. The formula estimates
ANN size based only on the number of available train-
ing samples. Using this formula in hard classification
data sets aims to decide the size of an accurate ANN
and allows researchers to concentrate on other aspects
of their experiments. On the other hand, Genetic Al-
gorithm (GA) is used in optimisation problems to find
solutions that minimises or maximises certain output.
GA is this paper is used to help in the task of select-
ing the best parameters for the ANN structure used
to model the relation between the input features of
a land/property and the associated price. Next both
ANN and GA are introduced.

4.1 Artificial Neural Network
Artificial Neural Network (ANN) is a mathematical
model that attempts to simulate the structure and func-
tional aspects of biological neural networks. It con-
sists of interconnected artificial neurons that process
information using a connectionist approach to com-
putation. An ANN is an adaptive system that changes
its structure and/or connection weight based on ex-
ternal or internal information that flows through the
network during the training phase. Usually an ANN
model consists of an input layer, followed by one or
more hidden layers leading to an output layer. Each
layer contains a set of neurons where each neuron ac-
cepts input and computes the output. ANN obtained
widespread use in several applications including dig-
ital image processing. In the mid 1980s the back-
propagation learning algorithm for neural networks
was introduced by the PDP group together with oth-
ers researchers [17, 20, 21, 22]. The back-propagation
learning algorithm made it possible to train a non-
linear neural network equipped with hidden layers.
To train a multi-layer backpropagation networks, Lev-
enberg Marquardt (LM) algorithm, for instance, can
be used for function approximation problems using
moderate-sized feedforward ANNs up to several hun-
dred weights. Multiple-layer networks can be power-
ful. Since the development of back-propagation al-
gorithm, ANNs networks with one or more hidden
layers can, in theory, be trained to perform virtually
any regression or discrimination task. Moreover, no
assumptions are made as with respect to the type of
underlying (parametric) distribution of the input vari-
ables, which may be nominal, ordinal, real or any
combination hereof [17, 22].
A two-layer networks rained using the backpropaga-
tion algorithm with biases, a sigmoid (tansig or logsig)

transfer function in the first layer and a linear trans-
fer function in the output layer can be used as general
function approximator networks as they are capable
of approximating any function arbitrarily well, given
sufficient neurons in the hidden layer. Neurons in the
first layer with non-linear transfer functions allow the
network to learn non-linear and linear relationships
between input and output vectors. The sigmoid func-
tions squeeze the output into a limited range, between
0 and 1 or between -1 and +1, the linear output layer
lets the network produce values outside the squeezed
range [17, 20]. ANNs are chosen to model the re-
lation between the land or property features and the
price for that land and property due to its ability to
model complex relationships between inputs and out-
puts or to find patterns in data. They are able to model
underlying relations and patters in data whether these
relations are linear or non-linear.

4.2 Genetic Algorithm
Genetic Algorithm (GA) is a search technique used
to find solutions to optimisation problems. This pa-
per utilises GA to find the best topology for the ANN
model. The best ANN structure will then be fine-
tuned for the best weights with the aim of obtaining
the best weights for the best network structure.
To measure how successful are different ANN struc-
tures in predicting the price for lands and properties,
a fitness function is used. The higher the prediction
accuracy, the higher the fitness value for the ANN.
In GA, a set of initial solutions (ANNs in this case)
called initial population is generated. Each popula-
tion is used to produce a new population to find bet-
ter solutions. When a new population is generated,
new solutions are born while other solutions die. The
generated solutions are selected according to their fit-
ness, the higher the fitness, the higher the probabil-
ity a given solution would survive for coming genera-
tions. Each individual is represented by a binary string
which is called a chromosome, the length of the string
depends on the problem’s representation.
Several attributes characterise GA which are: elitism,
cross-over, and mutation. Encoding is the way in
which solutions (chromosomes) are represented to be
input for the fitness function. There are many types of
encodings, including: binary encoding, value encod-
ing, and permutation encoding. Elitism is a process
that copies the best chromosome(s) in the old popula-
tion to the new population directly to ensure that the
new generation is not worse than the old one. Cross-
over operation starts by changing some genes (bits)
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in parent chromosomes to create children (offspring).
By mixing the characteristics of parents, new children
may combine the best features of their parents. Mu-
tation operation randomly mutates bits in individual
parents to create new children with modified genes
(characteristics) [15, 23, 24, 25].

5 The Proposed Methodology
The cadastral system in Jordan, called the Depart-
ment of Lands & Survey, comprises uniform for the
country, set of information on the land, buildings and
premises, their owners and other physical and legal
persons using these lands, buildings and premises up-
dated on a regular basis and created and kept accord-
ing to the rules as stipulated under the act.
The data obtained from the Department of Lands &
Survey include features about 891 real properties re-
cently sold and are located in different areas of the
Jordanian capital Amman. The real properties were
constructed over 35 years ranging from 1975 to 2010
distributed as following: 7 properties between 1975-
1979, 46 properties between 1980-1989, 129 prop-
erties between 1990-1999, 640 properties between
2000-2009, and 69 properties in 2010.
Several features that are available for selection for
each land including: location, pointer to indicate if
the land is shared or not, number of shares, type of
land (residential, commercial, agricultural or indus-
trial), area, and estimated price per meter. The basic
price is calculated by multiplying the area of the land
to be sold by the basic price for the square meter. Sev-
eral indicators also affect the price of a land, some of
the indicators have positive effect while others have
negative effect. Each indicator either increase or de-
crease the price of the land by a certain percent. The
price of the land is the basic price plus the price cor-
responding to the sum of positive indicators minus the
price corresponding to the sum of negative indicators.
Among the positive indicators along with the percent-
age of increase they affect the basic price of the land,
including: If the land affords a view (5%), if the sold
area can be used on its own separated from the rest of
the land (5%), the main streets surrounding the land
are paved (5%), if the main street in front of the land
is 12 meters in width (0%), the main street in front
of the land is between 14-16 meters (3%), if the main
street is 20 meters in width (5%), the main street is
30 meters in width (8%), and if the land is over two
streets (5%). Among the negative indicators along
with the percentage of decrease they affect the basic

price of the land, including: The slope of the land
(varies between 0% and 100% depending on the de-
gree of slope), the main street is less than 6 meters
in width (10%), the main street is less than 10 meters
in width (5%), if the shape of the land is trapezoid
(10%), if the shape of the land is triangle (15%), if
the land is on closed street (10%), the land is close
to a high-voltage station (10%), and the land is lo-
cated near a graveyard (10%) (Jordanian Department
of Lands & Survey, personal communications). Other
positive and negative features are used as indicators
that may increase or decrease the price of the land,
these are: quietness of the area for residential living
which may increase the cost of living in that area, not
obstructed view, existence of nearby schools, hospi-
tals and other facilities.
For properties, several features are available in-
cluding: building class (villa, commercial-offices,
commercial-stores, residential building high quality,
or residential building low quality), lot area, year of
construction, price for building a square meter, shares
of the building. The price for the lands is separated
from the price of the property; i.e. to calculate the
overall price, both prices should be accumulated. Also
the land may not be affected by the depreciation rate,
with properties in Jordan suffer a 2% depreciation
rate.
Given that the underlying functional model describ-
ing real estate values in Jordan is not clearly defined,
and that large amounts of data are available, an ANN
model could be build and trained to perform a proper,
objective, consistent, cost-effective and accurate val-
uation in comparison with other traditional, manual
methods by finding the underlying relation between
the attributes of the land, property and the estimated
price. Valuation approaches used in Jordanian Depart-
ment of Lands & Survey are: cost approach, sales
comparison approach and income approach. These
3 approaches are separately modelled where 3 prices
are available for estimation (targets) according to the
3 models. In the context of ANN, there are 3 output
variables.
The aim here is to let the ANN discover the un-
derlying relation between the land/property features
to produce an estimation of the land/property price.
ANNs are capable of approximating very complex
linear and nonlinear relationships, one would expect
ANNs to perform better than regression in the pres-
ence of data with clearly demonstrable non-linear re-
lationships [6]. The proposed system avoids the time-
consuming and costy manual appraisal and it helps
human appraisal by finding the estimation of property
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value using the cost approach, sales comparison ap-
proach and income approach.
Ten features were chosen as input features to the ANN
which are: Code to represent the area in the city, the
sold area of the land, the price for the square me-
ter, code to represent the type of the land (residen-
tial, commercial, agricultural or industrial), code to
represent the building class (villa, commercial-offices,
commercial-stores, residential building high quality,
or residential building low quality), lot area, price for
building a square meter, year of construction, summa-
tion of positive and negative indicators, overall indi-
cator sign (positive or negative).
First of all, data are randomised and then it is divided
into training data and testing data. The structure of
ANN model will be first constructed using an evolu-
tionary computation/GA approach, then the best ANN
structure will be fine-tuned for the best weights. The
aim here is to obtain the best weights for the best
network structure. ANN and GA, among other tech-
niques, are usually classified as SoftComputing (SC)
methods. By using GA to find the best network struc-
ture, several SoftComputing (SC) methods are com-
bined. The main reason for the popularity of SC is
the synergy derived from its components. SC’s main
characteristic is its intrinsic capability to create hybrid
systems that are based on loose or tight integration of
constituent technologies such as ANN, GA, and Fuzzy
Logic (FL) [14, 26, 27].

5.1 Genetically Optimising the ANN Topol-
ogy

Finding the best structure for the ANN is usually a
trial and error process. Utilising optimisation meth-
ods such as GA, different possible structures are at-
tempted and the best structure can be tuned further for
better performance. The work of Montana & Davis
(do coarse search but not fine search) [28] elaborated
upon by the work of Kitano [29] (fine tuning but may
let ANN fall in local minima) and then is further
improved by McInerney and Dhawan [30] (avoided
the local minima problem) were among the first re-
searchers to propose the use of GA to train ANN and
to find the best topology. This operation corresponds
to coarse search to find the best region that contains
the initial weights for the ANN. After finding the ini-
tial weights, local search method like backpropagation
(BP) is used to fine-tune these parameters through a
learning algorithm.
Using Pythia which is an ANN designer tool, an ANN
was designed to model the price of the land with a

property constructed on it taking into consideration
several positive and negative indicators that may affect
the final price. The ANN model is built in two stages:
In the first stage a GA optimiser is used to determine
the best structure for the ANN (coarse-tuning). In the
second stage, the selected ANN structure is trained
(fine-tuned) for the best values for the weights [31].
The features of the lands and properties form the train-
ing data that is ready to be fit into an ANN structure
to be trained. During the training phase sample data
containing both - inputs and desired outputs - are pro-
cessed to optimise the network’s output, meaning to
minimise the deviation. After training the ANN struc-
ture, the resulted ANN structure can aid in accurate
prediction of properties’ prices. The data are first nor-
malised to have 0 mean and 1 standard deviation for
faster convergence during the training . To choose the
best parameters for the GA optimiser, each possible
ANN structure is represented as a chromosome.
The following GA parameters are used in building
the ANN model: Generate up to 1000 generation, 50
ANNs (chromosomes) are generated in each popula-
tion, elitism count of 5, cross-over rate of 0.2, mu-
tation rate of 0.4. For the number of generations
produced, maximum number of generations is set to
1000 as the experiments we conducted showed that
no improvement is achieved after this number of gen-
erations. The population size determines how many
possibilities (ANNs) will be examined in each gener-
ation, a population size of 50 is chosen. Several val-
ues were attempted and it was noticed that no perfor-
mance gain was achieved with values greater than 50.
The best 5 ANNs of the current generation are taken
to the next generation (elitism) to ensure the perfor-
mance of the new generations is not worse than the
performance of the current generation. After experi-
menting with many values for crossover, it is chosen
to produce 20% of the children (other than children
produced with elitism) using crossover, while the mu-
tation rate was chosen to be 40%. Three factors were
considered to determine the fitness of an ANN in the
production process, the first factor is the mean devi-
ation between the desired output and the output pro-
duced by a chromosome. In our case the difference is
between the price of a property provided by the train-
ing data and the output produced by an ANN chromo-
some, this factor is set to the target of 0.1. The second
factor is the maximum deviation between the train-
ing data output and the output produced by an ANN.
The third factor is the number of neurons in an ANN
model, the fewer the number of neurons, the fitter the
ANN. We set this factor to the maximum of 40 neu-

WSEAS TRANSACTIONS on SYSTEMS Mousa Al-Akhras, Maha Saadeh

ISSN: 1109-2777 912 Issue 8, Volume 9, August 2010



rons. These three factors are combined to determine
the overall fitness.
After 1000 generations, the best network produced by
the GA optimiser is selected for further training and
tuning of the values of its weights to better model the
relation between the input and the output. The final
ANN model has 10 inputs corresponding to the input
data, it has also 2 hidden layers consisting of 10 neu-
rons each with tansig transfer function. Linear trans-
fer function is used in the output layer which has 3
neurons corresponding to the predicted price accord-
ing to the cost approach, sales comparison approach
and income approach. The total number of neurons
equal 23.

5.2 Training the ANN Structure
Multi-layer feedforward ANN, trained using the back-
propagation algorithm is used to model the relation
between the input features and the target price. Lev-
enberg Marquardt (LM) algorithm was used to train
multi-layer backpropagation networks as it performs
well for function approximation problems, it also has
a very efficient MATLAB implementation [17]. The
network used in this paper was allowed to be trained
for up 10000 epoch although in most cases it sta-
bilised after less than 50 epoch. Mean Square Error
(MSE) is used as performance function. The goal was
to achieve goal of up to 0.01, by stopping the train-
ing process before achieving 100% accuracy prevents
the network from overfitting the training data and per-
forming bad with testing data.

6 Results and Analysis
A standard 10-fold cross validation is performed
where in each fold 10% of the data are chosen as test-
ing subset and the remaining data are divided as 80%
training subset and 10% as validation subset. This cor-
responds to 713 training, 89 validation and 89 testing
vectors. For each fold, an ANN is trained using the
training set where the input for the training was lands
and properties features to predict lands and properties
prices according to the cost approach, sales compari-
son approach and income approach. The performance
is tested using the testing subset.
To check whether there is a difference between the
empirical values and the values obtained through
ANN, a two paired-t statistical test is performed for
the produced classifier in each fold to compare be-
tween target prices and prices produced by ANN. The

produced t-values are listed in Table 1 where the de-
gree of freedom is 88 as there are 89 testing pair of
empirical and ANN produced values in each fold.

From Table 1, it can be concluded that there is
no significant difference between the target prices and
the ANN predicted prices at the 1% significance level
(99% confidence level) for the 10 ANNs as all the t-
values are included in the interval [-2.5758, 2.5758]
which confirms the effectiveness of the 10 trained
ANNs in different folds in predicting accurate prices
that corresponds to the target prices obtained from
the records of the Jordanian Department of Lands &
Survey. When different test sets (890 vector) were
grouped together to compare the target values with
the predicted values produced by the corresponding
ANN, the produced t-values were 0.0008, 0.0003, and
-0.0007 for the cost approach, sales comparison ap-
proach and income approach, respectively, which also
indicates that there is no significant difference be-
tween the two models at 1% significance level.
Multiple correlation coefficient (R) values between
the values obtained from Jordanian Department of
Lands & Survey and the predicted prices for the cost
approach, sales comparison approach and income ap-
proach in each of the 10 folds are listed in Table 2.
The average R values over the 10 folds are also com-
puted in the last column for the three approaches.
Performing comparison between the target and ANN
values over the whole data sets yields R values of
0.9372, 0.9436, and 0.7941 for the cost approach,
sales comparison approach and income approach, re-
spectively, which indicates strong positive correlation
and a good fit. The R2, the coefficients of determina-
tion have the values of 93.72%, 94.36%, and 79.41%
which indicates that 93.72%, 94.36%, and 79.41% of
the time the variation in the independent variable is
explained by the model for the cost approach, sales
comparison approach and income approach, respec-
tively. The correlation value according to the income
approach equals 0.7941. The reason for the relatively
low value is the absence of an important field in the
training data which is the average rent value for the
square meter. The value for this field is not available
in the obtained data and it is highly recommended to
store this value with the record of the property.
Boxplots of differences between prices obtained from
Jordanian Department of Lands & Survey and prices
predicted from ANN over the whole data sets are
shown in Figure 1 (a), (b), and (c) for the cost ap-
proach, sales comparison approach and income ap-
proach, respectively. It appears that the values of pre-
diction error are clustered in the lower range. The
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Fold
Approach 1 2 3 4 5 6 7 8 9 10 Average

Cost -0.0012 0.0206 -0.0196 -0.0045 0.0069 0.0038 0.0189 0.0041 0.0146 0.0052 0.0049
Sales 0.0022 0.0144 -0.0239 0.0065 -0.0024 -0.0015 0.0204 -0.0021 0.0137 0.0121 0.0039

Income 0.0033 -0.0162 -0.0053 0.0166 0.0135 -0.0092 0.0215 -0.0027 0.0165 -0.0079 0.0030

Table 1: t-values between the target and the ANN predicted prices in each of the 10-folds.

Fold
Approach 1 2 3 4 5 6 7 8 9 10 Average

Cost 0.9693 0.8845 0.9038 0.9832 0.9724 0.9766 0.9062 0.9819 0.9568 0.9814 0.9516
Sales 0.9655 0.8951 0.9070 0.9794 0.9689 0.9855 0.9004 0.9795 0.9570 0.9796 0.9518

Income 0.8645 0.8352 0.7769 0.8453 0.9680 0.7739 0.8933 0.9154 0.9166 0.5976 0.8387

Table 2: Correlation values between the target and the ANN predicted prices in each of the 10-folds.

boxplot for the cost approach is shown in Figure 1
(a), the first quartile is below 1345 JD and the lower
two quartiles (median value) are below 3065 JD. More
than 75% of the data are below 6373 JD. Around
100% of the differences are below 13890 JD which
indicates the ANN model gives high accurate estima-
tion according to the cost approach. The average ab-
solute difference in estimation is 6406.73 JD which
is relatively a very small value knowing the range of
prices in the considered properties varies from 570 JD
to 589640 JD. There are few outliers (out of 890) with
high prediction error.
The boxplot for the sales comparison approach is
shown in Figure 1 (b), the first quartile is below
1600 JD and the median value is below 3747 JD.
More than 75% of the data are located below 7666
JD. Around 100% of the differences are below 16780
JD which indicates the ANN model gives high ac-
curate estimation according to the sales comparison
approach. The average absolute difference in esti-
mation is 7070.632494 JD which is relatively a very
small value knowing the range of price in the con-
sidered properties varies from 560 JD to 574760 JD.
Few outliers have high prediction error. The boxplot
for the income approach is shown in Figure 1 (c), the
first quartile is located below 2701 JD and the me-
dian value is located below 6228 JD. More than 75%
of the data are below 11080 JD. Around 100% of the
differences are below 23570 JD which indicates the
ANN model gives high accurate estimation according
to the income approach. The average absolute differ-
ence in estimation is 10236.55 JD which is relatively
a very small value knowing the range of price in the
considered properties varies from 560 JD to 574760

JD. Few outliers have high prediction error. The price
in the income approach is deviated from the price ob-
tained from the ANN model due to the absence of the
average rent value for the square meter.

(a) BoxPlot of differences in cost approach.

(b) BoxPlot of differences in sales comparison approach.

(c) BoxPlot of differences in income approach.

Figure 1: Boxplot of the error in price prediction be-
tween target prices and Artificial Neural Network pre-
diction.

Figure 2 (a), (b), and (c) show the scatter diagram
between prices obtained from Jordanian Department
of Lands & Survey and prices predicted from ANN
over the whole data sets from the ANN model to vi-
sualise the correlation between the corresponding val-
ues. Most of the points are located near the perfect fit
line due to the very high correlation. Few outliers are
located far from the perfect fit line.
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(a) scatter diagram of price prediction ac-
cording to the cost approach.

(b) scatter diagram of price prediction ac-
cording to the sales comparison approach.

(c) scatter diagram of price prediction ac-
cording to the Income approach.

Figure 2: Scatter diagram between of price prediction between target prices and Artificial Neural Network predic-
tion.

7 Conclusions and Future Work

Timely asset valuation and pricing is a big challenge
in the commercial and financial world. Mass proper-
ties appraisal is currently estimated by sampling tech-
niques which are less accurate when used for large
batch of properties, therefore automatic valuation pro-
cess is needed. Property appraisal should be per-
formed accurately as such appraisal is required for
tasks such as asset valuation for lenders, property tax
estimation, insurance estimation, and estate planning.
Accurate appraisal of assets is of critical importance
to users such as commercial lenders whose slim mar-
gins leave little room for error. Property appraisal is
also used to guide potential buyers and sellers with
making purchasing decisions and are needed for a va-
riety of insurance purposes.
In this paper, ANN was used to model the relation
between the land and properties attributes and the
estimation of the prices according to the cost ap-
proach, sales comparison approach, and income ap-
proach for data obtained from the Jordanian Depart-
ment of Lands & Survey. Several experiments were
conducted with 10-fold cross validation. To check the
accuracy of the proposed ANN structure in predict-
ing the price of properties accurately, several statisti-
cal tests were performed to check if there is a differ-
ence between the values obtained using the proposed
method and the values obtained using data from Jor-
danian Department of Lands & Survey. Experimental
results indicate that the proposed method obtains ac-
curate price prediction of properties.
The proposed model is an attractive solution for prop-
erty price appraisal as it offers an automatic proper,
objective, consistent, cost-effective and accurate valu-
ation for large number of properties. Therefore, it has
wide applicability in estimating the properties prices
in Jordan to aid workers in Jordanian Department of

Lands & Survey.
In the future more data should be collected to confirm
the findings of this paper, such data include physical
condition of the premises and their building, and their
equipment and facilities, and the neighbourhood of
the building. Other variations to the proposed system
here can be attempted to check their performance. For
example fuzzy logic inference could be used in con-
junction of neural networks to test the performance of
the system where the membership of the input param-
eters is checked against certain intervals.
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