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Abstract:-Organizations need to work on productivity improvement in order to enhance their 
operational performances. A number of works have taken efforts in efficiency evaluation and 
ranking using analytic methods such as the data envelopment analysis (DEA). However, few 
works have highlighted the relationship among significant factors that affect productivity. 
Performing efficiency evaluation and ranking is essential for productivity improvement. Apart 
from that, it is also a requirement to create a clear picture in terms of the relationship among 
critical productivity factors. PLS path modeling is a popular causal analysis technique, by which a 
causal map can be created. Therefore, this paper suggests a solution combining DEA with PLS 
path modeling for conducting a more profound efficiency evaluation. In addition, an empirical 
study of the hotel industry in Taiwan is presented to illustrate the application of the proposed 
solution.  
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1  Introduction 
The excellence of operational performance is the 
sustainable source of an organization’s 
competitiveness, which results from increasing 
revenue, lowering operational costs, maximizing 
the use of resources, and gaining a greater share of 
the market. More importantly, the fruitful 
operational performance is based on the robust 
productivity of business activities. Here therefore 
arises an imperative issue that all organizations 
need to fight for productivity improvements in 
order to enhance their operational performance. 
The operational performance can be viewed as 
process performance [6]; it also can be regarded as 
the outcomes of an organization’s processes such 
as reliability, production cycle time, and inventory 
turns [29][41][24]. As for productivity, [37] remark 
that productivity has been approached as an 
umbrella concept including efficiency, 
effectiveness, quality, predictability and other 
performance dimensions, as well as a narrower 
concept reflecting only production efficiency.  

In business practices, organisations are 
everlastingly forced to put effort in efficiency 
evaluation and ranking as well as productivity 
improvement. [34] comments the productivity is 
the relationship between inputs and outputs within 
a productive system. According to [25], the 
productivity is a measure of the efficiency and 
effectiveness to which resources (inputs) are 
utilized for the creation of products/services 
(outputs); and productivity assessments and 

evaluations should be continued to include a more 
holistic focus of the organization. Moreover, [33] 
remark that productivity improvement requires 
maximizing desirable operational outcomes while 
minimizing operational expenses. Furthermore, 
numerous works have deemed that the efficiency 
evaluation is a kind of the productivity analysis and 
is helpful to improve operational performance. For 
example, [12] remark that the efficiency 
measurement has become a hot topic because all 
organizations need to struggle for productivity 
improvement. In addition, [16] note that efficiency 
and productivity analyses are vital managerial 
control tools for assessing the degree to which 
inputs are utilized in the process of obtaining 
desired outputs.  

For dealing with the issue of performance 
measurement, data envelopment analysis (DEA) 
has an impressive growth both in theoretical 
developments and applications [12]. The DEA 
evaluates the performance of Decision Making 
Units (DMUs) through a transformation process of 
multiple inputs and outputs, which employs a 
technique based on Linear Programming and 
without a need to introduce any subjective or 
economic parameters [3]. Numerous works apply 
the DEA as a productivity analysis tool for 
conducting efficiency evaluation and ranking 
in the hotel industry, such as: analyzing the 
efficiency of 54 hotels in the United States 
[26[26], examining the efficiency of 53 
international tourist hotels in Taiwan [40], 
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applying the four-stage DEA procedure to 
calculate the pure managerial efficiency of 54 
international tourist hotels [42], measuring 
hotel managerial efficiency [8], analyzing the 
impact of ecommerce on hotel performance  
[36], and so on. However, few works highlight 
the relationship among significant factors that 
affect productivity. Performing efficiency 
evaluation and ranking is essential for 
productivity improvement. On top of that, it is 
also required to make an understandable 
portrait in terms of the relationship among 
critical productivity factors.  

Productivity factors can be divided into input 
factors and output factors. For the purpose of 
having the relationship among significant 
productivity factors, PLS path modeling is helpful. 
PLS path modeling is a popular causal analysis 
technique, by which a causal map can be created. 
Causal maps represent the causal knowledge of 
subjects in a specific domain, and they have been 
applied widely in the areas of policy analysis and 
management sciences to demonstrate the 
relationships between relevant factors, knowledge, 
and conditions [27]. Therefore, this paper suggests 
a solution combining DEA with PLS path modeling 
for conducting a more profound efficiency 
evaluation. Additionally, an empirical study of 
Taiwanese hotel industry is presented to illustrate 
the application of the proposed solution. The 
remainder of this paper is organized as follows. In 
section 2, the literature review is conducted. In 
section 3, the proposed solution is discussed. In 
section 4, an empirical study is illustrated. Finally, 
based on the findings of this research, conclusions 
and implications for management are presented. 
 

2  Literature review 
 

2.1 Productivity measurement as a MCDM 

problem 
 
Productivity involves a set of interactive factors 
that are usually divided into inputs and outputs. 
Basically, the productivity can be represented as a 
ratio at which the inputs are used to form the 
outputs. Hence, productivity measurement involves 
measuring the performance as a ratio of outputs to 
inputs. Dealing with the productivity measurement 
as well as the efficiency evaluation and ranking is a 
sort of mu1tiple criteria decision-making (MCDM) 
problem that requires considering a large number 
of inputs and outputs as multiple evaluation criteria 
or attributes. Referring to [20], when measuring 
productivity or efficiency for hotel industry, we 

need to consider the relationship between multiple 
inputs (material, staff, capital and equipment) and 
multiple outputs (tangible and intangible 
products/services).  

As for the feature of MCDM, it is a 
decision-making process that consists of defining 
the decision goal, gathering relevant information, 
generating the broadest possible range of 
alternatives, evaluating the alternatives for 
advantages and disadvantages, selecting the 
optimal alternative, and monitoring the results to 
ensure that the decision goal is achieved [17]. 
Furthermore, [11] note that: (1) MCDM models are 
characterized by the need to evaluate a finite set of 
alternatives with respect to multiple criteria; (2) the 
main purpose of MCDM problems is to compute 
and rank the overall values of the alternatives; and 
(3) alternatives are generally evaluated with respect 
to each of the criteria to obtain priority scores 
which are then aggregated into overall values. 
More importantly, in order to effectively handle the 
MCDM problem, it is indispensable to employ 
MCDM methods [30].  
 
2.2 DEA as a productivity analysis tool 
The DEA has been proposed as a tool for selecting 
a finite set of alternatives considering multiple 
criteria [35]. Referring to [3], when we utilize the 
DEA as a productivity analysis tool, DMUs are 
viewed as alternatives while inputs/outputs are 
regarded as criteria. In using the DEA, the 
productivity score of any unit is computed as the 
maximum of a ratio of weighted outputs to 
weighted inputs, subject to the condition that for all 
other units of the dataset [37]. 

The primary activities of organizational 
operations are required to effectively convert 
restricted inputs into fruitful outputs. The DEA is a 
nonparametric approach to compare the relative 
efficiencies of a set of DMUs (decision-making 
units), which can identify efficient or inefficient 
DMUs through the use of linear programming 
models [13][18]. Referring to [2], (1) service 
industry such as the hospitality industry has its own 
characteristics and is difficult to draw any 
conclusions about the relative productivity without 
considering the mix and nature of services 
provided; and (2) the DEA is popular for usage 
because it can handle multiple inputs and outputs 
without requiring an assumption on functional type. 
Hence, the DEA is a favorable method to be used 
for measuring the productivity.  
 
2.3 Issues of productivity measurement 
 
Although the DEA is a suitable approach to 
measure the productivity, there is a lacking of a 
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standard to choose the appropriate inputs and 
outputs as well as to decide what size is the best for 
a set of inputs and outputs. Indeed, such issues are 
also affected by both research intention and data 
limitation. For example, [2] employ the DEA to 
analyze hotel efficiency with five inputs (full-time 
equivalent employees, number of rooms, total 
gaming related expenses, total food and beverage 
expenses, and other expenses) and one output (total 
revenue). Moreover, [40] utilizes the DEA to 
examine hotel efficiency with multi-inputs (total 
operating expenses, the number of employees, the 
number of guest rooms, the total floor space of the 
catering division, the number of employees in the 
room division, the number of employees in the 
catering division, and catering cost) and 
multi-outputs (total operating revenues, the number 
of rooms occupied, average daily rate, the average 
production value per employee in the catering 
division, total operating revenues of the room 
division, and total operating revenues of the 
catering division). In addition, [20] measure the 
hotel efficiency using the DEA with dataset from 
the Taiwan Tourism Bureau including four inputs 
(number of full-time employees, guest rooms, total 
area of meal department, operating expenses) and 
three outputs (room revenue, food and beverages 
revenue, other revenues).  

According to [14], there are three difficulties in 
measuring productivity, including: identification of 
the appropriate inputs and outputs; measures of 
those inputs and outputs; and the ways of 
measuring the relationship between inputs and 
outputs. Moreover, [37] note that the productivity 
of hotel industry can be significantly impacted by 
such factors: hotel size, location, service 
orientation, ownership and management 
arrangement, hotel age, design, type and number of 
facilities, demand patterns and variability, staff 
flexibility, and marketing practices’ effectiveness. 
Furthermore, the complicated relationship between 
inputs and outputs is affected by both the number 
of inputs/outputs as well as their measurement 
units; and different combinations between the 
number of inputs/outputs and types of units can 
result in many productivity metrics that disclose 
diverse information or implications [37]. This 
means that choosing the appropriate inputs/outputs 
or deciding the number of inputs/outputs is the 
generic issue of productivity measurement, it is no 
fault of the DEA. To solve such an issue, the author 
suggests that to successfully implement the DEA, it 
is required to conducting the causal analysis with 
the PLS path modeling.  

 

 

3  The proposed solution 
 
In order to better deal with the MCDM problem of 
productivity measurement, in reference to the 
literature [17][3][11][30][35], the procedure of 
proposed solution is divided into four main phases. 
As shown in Fig. 1, the first step is to define the 
decision goal in terms of productivity measurement. 
The next is to select the DMUs for the productivity 
measurement. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The proposed solution. 
 

In phase 3, it is the task of measuring the relative 
efficiency of DMUs using DEA models. There are 
several DEA models that have been developed such 
as the CCR model [7], the BCC model [4], and the 
super-efficiency models [2]. Among these DEA 
models, the super-efficiency DEA model allows an 
efficiency score above one for ranking the efficient 
units, and assigns an efficiency score less than one 
to inefficient units. That is, the efficiency scores of 
the efficient units can be greater than or equal to 
one, when using the super-efficiency model [28][5]. 
Obviously, the super-efficiency model is a better 
method to handle the efficiency measurement in 
practice.  

The DEA is a mathematical method that 
measures the relative efficiency of decision-making 
units (DMUs) with multiple inputs and outputs 
without the needs of predefined production 
functions or assumptions. Moreover, the relative 
efficiency can be defined as the ratio of total 
weighted output to total weighted input. By 
comparing n units 

with s outputs ( 1,..., )rky r s= andm inputs

( 1,..., ),ikx i m= the efficiency kh of DMU k can 

be expressed as follows: 

 Defining the decision goal 

Selecting the DMUs 

Examining causal relationship  

Measuring relative efficiency 

PLS path modeling 

DEA models 
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the ε is a non-archimedian value as a device to 

enforce strict positivity on the variables.  
The CCR or BCC model produces an efficiency 

score (between zero and 1) for each unit, and they 
do not allow for a ranking of the efficient units 
themselves [16]. For this issue of ranking efficient 
units, Andersen and Petersen (1993) first developed 
the super-efficiency model which can rank efficient 
units. Referring to [1], the super-efficiency model 
can be expressed as below: 
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In Phase 4, PLS path modeling is employed for 

examining the causal relationship among 
productivity factors consisting of input factors and 
output factors. PLS path modeling and LISREL 
(LInear Structural RELations) are two main SEM 
(Structural equation modeling) approaches to 
modeling relationships between latent variables 
[39][38]. By comparing the PLS path modeling 
with the LISREL, we may better understand 
several characteristics about them, such as: (1) 
LISREL focuses on maximizing the explained 
covariation among the various constructs, while 
PLS path modeling maximizes the explained 
variation among the various constructs [22]; (2) 
LISREL with its assumption of homogeneity in the 
observed population, while PLS path modeling is 
particularly more advantageous to employ when 
models are complex [15][19]; and (3) although 
both LISREL and PLS path modeling are SEM, the 
former highlights theory confirmation while the 
latter stresses causal explanation [22]. More 
importantly, PLS path modeling is more suited for 
analyzing exploratory models with no rigorous 
theory grounding, it requires minimal assumptions 
about the statistical distributions of data sets, and it 
can work with smaller sample sizes [43][32].  

According to [21], the PLS path modeling 
algorithm can be divided into three main steps. 
Step 1 is the quantification step where initial latent 
variables are calculated as below: 

1

y ,
jp

t t

j ji ji

i

w x
=

=∑                           (2) 

where ytj is the outer estimate of the latent 

variable jξ at step ,t jix is the manifest 

variable i associated with the latent 

variables jξ and jp is the number of manifest 

variables in block j .  

Step 2 is to perform the iterative algorithm 
where latent variables are estimated iteratively with 
respect to the inner model and the outer model. 
This process is repeated until convergence is 
obtained. 
•Inner estimation focuses on the centroid scheme 

for inner estimate t

jz of the latent variable jξ : 

'

' 'sign(cor(y ,y ))y ,
j

t t t t

j j j j

J

z
ξ ∈

= ∑              (3) 

where J is the set of all latent variables connected 

to jξ . 

•Prior to performing the outer estimation ytj of 

latent variable ,jξ outer weights are updated using 

mode A (reflective indicators) estimation: 

cov( , ).t t

jh jh jw x z=                       (4) 

Once the outer weights have been updated, the 
outer estimation is performed using Eq. (2). 

Step 3 is to use the ordinary least squares 
regressions for the estimation of structural relations 
between latent variables. 

 
 

4  Empirical study  
 
In this section, an empirical study is presented to 
illustrate the application of proposed solution. 
Phase 1 is required to define the decision goals. 
This study aims to conduct efficiency evaluation as 
well as to examine the causal relationship among 
productivity factors for the international tourist 
hotels in Taiwan. The data of this study were 
obtained from the “Annual Report of International 
Tourist Hotels” published by the Taiwan Tourism 
Bureau in December 2008. Tourist hotels in Taiwan 
can be divided into international tourist hotels and 
ordinary tourist hotels. In phase 2, excluding 12 
hotels due to incomplete data, the statistics of 48 
international tourist hotels (as the DMUs) are used 
for this study.  
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In phase 3, the Super-efficiency DEA model is 
adopted because it allows the efficiency values of 
efficient DMUs to be greater than one in order to 
rank efficient DMUs [23]. Referring to the 
literature [40][20][10][44][9], this study uses six 
productivity factors which including: Number of 
Employees (NE), Guest Rooms (GR), Operating 
Expenses (OE), Room Revenue (RR), Food and 
Beverages Revenue (FBR), and Total Revenue 
(TR). The statistics of these productivity factors 
can be attained from the “Annual Report of 
International Tourist Hotels”. For profoundly 
measuring the relative efficiency of DMUs, the 
study conducts comparisons with three treatments: 
Treatment A includes three inputs (NE, GR, OE) 
and one output (TR); Treatment B consists of three 

inputs (NE, GR, OE) and two outputs (FBR, RR); 
and Treatment C comprises five (NE, GR, OE, 
FBR, RR) and one output (TR). Moreover, Score A 
and Score B as well as Score C are respectively 
represented for Treatment A and Treatment B as 
well as Treatment C.     

To calculate the relative efficiency based the 
super-efficiency DEA model, the data analysis is 
performed with the help of software called EMS 
(Efficiency Measurement System). As shown in 
Table1, we can know that (1) the results of Score B 
and Score C are similar; (2) Score B has the least 
number of efficient DMUs; (3) there are only three 
efficient DMUs (U2, U4, and U14) across three 
treatments.  
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Table 1 Data and efficiency values 

DMU
Number of
Employees

Guest
 Rooms

Operating
Expenses (NT$)

Food and Beverages
Revenue (NT$)

Room
Revenue (NT$)

Total
Revenue (NT$)

Score A Score B Score C

U1 912 873 2,348,922,190 1,110,840,080 1,366,496,222 2,927,114,868 97.17% 114.11% 116.68%
U2 739 569 1,426,452,817 1,083,059,791 785,872,962 2,440,856,676 134.53% 118.77% 136.99%
U3 858 686 2,223,260,561 1,127,782,429 899,473,278 2,297,435,227 81.07% 92.34% 92.34%
U4 707 420 1,776,731,410 842,101,565 836,015,735 1,810,092,995 100.47% 114.23% 114.23%
U5 812 606 1,278,642,519 634,618,811 628,621,840 1,562,307,577 70.90% 78.42% 78.42%
U6 447 288 1,165,714,972 569,454,520 501,853,326 1,174,755,925 94.80% 100.35% 100.35%
U7 503 432 914,242,889 683,246,354 395,742,933 1,161,059,775 73.71% 98.39% 98.39%
U8 614 402 1,071,494,471 519,551,121 424,533,147 1,103,704,831 63.98% 72.31% 72.31%
U9 464 343 668,227,370 314,254,103 460,734,607 922,194,978 79.79% 101.23% 101.95%
U10 495 250 659,793,356 455,233,827 194,238,884 709,575,909 66.14% 95.28% 95.28%
U11 219 220 622,923,644 142,764,598 162,288,765 695,480,739 96.15% 51.85% 96.15%
U12 360 268 640,526,659 385,273,752 244,489,582 682,002,331 62.11% 79.20% 79.20%
U13 227 388 348,208,497 205,494,711 359,427,308 636,044,026 106.75% 137.85% 138.28%
U14 271 202 376,368,616 200,553,759 241,820,630 507,820,622 77.84% 94.27% 94.27%
U15 293 209 434,371,883 224,153,678 217,943,587 488,790,031 65.26% 79.86% 79.86%
U16 273 336 434,817,326 183,638,268 200,351,917 418,262,873 54.30% 61.31% 61.31%
U17 226 287 262,064,795 89,626,117 177,081,298 293,101,544 61.33% 66.06% 66.06%
U18 170 215 215,928,586 113,531,120 125,830,771 247,917,295 63.52% 76.67% 76.67%
U19 152 243 159,754,819 34,300,410 155,753,640 210,026,329 71.97% 94.45% 94.45%
U20 97 201 133,033,373 71,538,483 93,402,946 169,791,653 69.87% 82.33% 82.33%
U21 64 97 44,345,770 8,871,749 34,912,642 44,130,793 54.48% 76.27% 76.27%
U22 734 436 1,409,612,089 815,125,688 422,216,019 1,551,160,100 82.77% 96.06% 96.06%
U23 539 592 1,047,419,681 469,341,269 359,657,824 955,287,442 53.66% 60.66% 60.66%
U24 362 457 642,435,003 397,497,759 237,374,314 670,983,415 59.67% 81.45% 81.45%
U25 234 283 398,210,661 194,316,442 194,060,809 456,922,533 65.14% 69.18% 69.18%
U26 167 302 193,153,258 73,953,366 132,541,726 214,184,739 60.71% 66.48% 66.48%
U27 117 274 140,352,282 39,952,065 97,813,056 145,482,093 56.75% 67.52% 67.52%
U28 271 354 485,153,688 264,581,089 237,024,156 589,596,010 69.60% 75.25% 75.25%
U29 436 222 663,649,325 162,019,454 122,986,751 491,302,101 51.52% 37.78% 51.52%
U30 277 404 346,964,325 206,992,079 116,843,565 355,040,621 56.02% 78.48% 78.48%
U31 184 155 261,470,984 158,841,734 125,205,121 314,166,203 68.96% 81.41% 81.41%
U32 192 226 221,779,607 129,781,300 94,778,457 240,323,028 59.83% 77.17% 77.17%
U33 403 381 484,633,650 165,129,749 335,733,563 564,478,198 65.67% 79.87% 80.40%
U34 288 343 341,703,814 109,761,347 208,003,258 351,447,495 56.86% 62.23% 62.23%
U35 115 221 194,820,640 96,163,726 81,545,860 181,830,600 52.63% 67.24% 67.24%
U36 148 270 176,597,303 92,335,670 75,973,325 173,618,774 53.82% 70.74% 70.74%
U37 305 405 423,762,132 137,524,516 298,192,827 478,807,791 62.74% 73.71% 73.71%
U38 268 250 352,029,059 128,420,290 293,785,405 443,386,044 71.51% 104.09% 104.09%
U39 158 224 216,742,910 61,917,632 110,082,827 190,428,547 48.45% 51.30% 51.30%
U40 132 107 202,521,551 112,836,564 32,843,681 161,134,541 45.94% 73.27% 73.27%
U41 133 201 140,061,802 42,518,759 56,415,615 108,204,161 42.29% 46.71% 46.71%
U42 53 50 87,445,403 29,637,477 39,799,449 99,676,634 65.55% 64.25% 67.37%
U43 374 257 721,658,028 371,100,193 260,551,728 855,817,068 77.56% 75.16% 77.56%
U44 233 208 295,404,891 135,000,706 171,552,657 336,936,950 64.79% 74.98% 74.98%
U45 185 390 181,498,657 76,294,380 143,096,277 221,819,994 66.91% 76.38% 76.38%
U46 372 315 590,989,486 326,114,209 248,411,595 642,044,176 62.70% 73.41% 73.41%
U47 214 276 272,055,349 104,188,199 137,463,863 267,871,689 54.38% 58.82% 58.82%
U48 192 152 235,100,506 179,084,238 48,330,372 253,442,319 61.56% 100.32% 100.32%
Mean 333 319 581,938,596 293,339,982 274,774,378 662,872,089 68.42% 79.78% 81.57%
Min 53 50 44,345,770 8,871,749 32,843,681 44,130,793 42.29% 37.78% 46.71%
Max 912 873 2,348,922,190 1,127,782,429 1,366,496,222 2,927,114,868 134.53% 137.85% 138.28%  
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In phase 4, PLS path modeling is employed for 

examining the relationship among productivity 
factors, and it is executed by the software 
SmartPLS which excels at graphic path modeling 
with latent variables. Through the implementation 
of PLS path modeling for this study, we can obtain 
standardized regression coefficients for the paths, 

and 2R values for endogenous variables. 

Specifically, Fig. 2 shows that OE (0.79) has higher 
positive influence on TR than GR (0.10) does; and 
the combination of GR and OE has 95% predictive 
ability for the TR. Moreover, Fig. 3 demonstrates 
that GR and OE have positive influence on RR, 

while NE and OE have positive influence on PBR; 
that is, only OE positively affect both RR and PBR. 
Further, the combination of “GR → RR” and “OE 
→ RR” has 90% predictive ability for the RR, 
while the combination of “NE → PBR” and “OE 
→ PBR” has 90% predictive ability for the PBR. 
Additionally, Fig. 4 illustrates the most part of 
analysis results as the same as those in Fig. 3; but it 
provides advanced information such as: PBR (0.57) 
has higher positive influence on TR than RR (0.45) 
does; and the combination of significant 
productivity factors has 98% predictive ability for 
the TR. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*p < 0.05 

Fig. 2. Treatment A 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*p < 0.05 

Fig. 3. Treatment B 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*p < 0.05 

Fig. 4. Treatment C 
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5  Conclusions 
 
Efficiency measurement has been a subject of 
tremendous interest as organizations have struggled 
to improve productivity [12](Cook & Seiford, 
2009). It has been well recognized that one single 
performance measure cannot suffice for 
performance evaluation and benchmarking, 
multiple measures are therefore always necessary 
[9](Chen and Zhu, 2003). The DEA can handle 
multiple inputs and outputs without rigid 
requirements of assumptions or functional types. 
The DEA has become a popular analysis tool used 
for efficiency evaluation and ranking as well as 
productivity improvement through measuring the 
relative efficiency of a set of comparable DMUs 
[16](Golany & Roll, 1989). Moreover, a DMU is 
deemed to be efficient if the ratio of weighted sum 
of outputs to the weighted sum of inputs is 
relatively high [31](Ramanathan, 2007).  
  However, even though the DEA is helpful and 
powerful to deal with the tasks of efficiency 
evaluation and ranking, we need to consider some 
issues such as: how to select the proper inputs and 
outputs; how to decide the number of inputs and 
outputs; and how to measure the relationship 
between inputs and outputs [14](Fitzimmons & 
Fitzimmons, 1998). To solve these issues, it is also 
required to think about the research intention and 
the data limitation in practice. Taking the above 
issues into account, this paper suggests a solution 
combining DEA with PLS path modeling for 
conducting a more profound efficiency evaluation. 
That is, apart from implementing the DEA, it is 
required to conduct the causal analysis with the 
PLS path modeling. In this sense, the empirical 
study conducts comparisons with three treatments.  

From this empirical study, we can derive some 
management implications. Firstly, it is obvious that 
a solution combining DEA with PLS path modeling 
is better than using just the DEA for efficiency 
evaluation. This is because the analysis results of 
using PLS path modeling can provide valuable 
information in terms of the relationship among 
significant productivity factors. Such that 
information can help an organization bring out the 
directions of possible strategies for productivity 
improvement, not limited to merely think of 
increasing outputs or decreasing inputs. Secondly, 
it is ideal to apply the Treatment C because it 
identifies more efficient DMUs than that of the 
Treatment A does. A lager list of efficient DMUs is 
better than a smaller list of that. This is because the 
former can be used to conduct further analyses.  

Thirdly, the Treatment C offers a holistic view in 
terms of the relationship among productivity 
factors. For the Treatment C, PLS path modeling 

creates a causal map by which we may derive 
meaningful management implications. For example, 
to increase Room Revenue, it is required to raise 
investment in Guest Rooms and Operating 
Expenses, whereas to increase Food and Beverages 
Revenue it is required to raise investment in the 
Number of Employees and Operating Expenses; 
that is, to enhance either Room Revenue or Food 
and Beverages Revenue, it is indispensable to 
amplify Operating Expenses. Hence, how to 
effectively use and control the Operating Expenses 
is an imperative management task for productivity 
improvement. Moreover, the most of Total 
Revenue is affected by Room Revenue as well as 
Food and Beverages Revenue. Interestingly, Food 
and Beverages Revenue is more important than 
Room Revenue. This reveals that offering excellent 
Food and Beverages is the key role as a magnet to 
attract costumers and finally contributing to Total 
Revenue.  

This paper is successful in proposing a solution 
combining DEA with PLS path modeling for 
conducting a more profound efficiency evaluation. 
The proposed solution has contributed to extend 
practical applications of combining the DEA model 
and the PLS path modeling in efficiency evaluation 
and ranking as well as productivity improvement. 
Also, an empirical study of the hotel industry in 
Taiwan is presented to illustrate the application of 
the proposed solution. From the findings of this 
empirical study, we gain some management 
implications. However, this study has some 
limitations. For instance, different input and output 
factors could produce dissimilar analysis results. 
As for future research, it is worthwhile to employ 
data mining techniques for exploring complex 
interactions among factors affecting productivity. 
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