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Abstract: - The existing wireless networks are dominated by IEEE802.11a/b/g that only provides the best effort 
services to the wireless end users. All the wireless users and services are traded equally without any Quality of 
Service (QoS) feature embedded in the existing wireless system. The IEEE802.11e Medium Access Control 
(MAC) is introduced to provide QoS to the Local Area Network (WLAN) users, but it involves significant 
investment in money and time to migrate the existing systems to the new IEEE802.11e systems. We proposed 
an Enhanced Layer 3 Service Differentiation (EL3SD) scheme for the existing WLAN systems to provide QoS 
to the WLAN end users. The EL3SD is a software approach that operates above the IEEE802.11 MAC to 
maintain the existing wireless network architectures and devices. A queuing mechanism is added in a gateway 
between the wired and wireless WLAN. Simulations have been carried out with IEEE802.11b and 
IEEE802.11e systems. Four queuing mechanisms are selected in the simulation; the Class based Queuing 
(CBQ), Deficit Round Robin (DRR), Fair Queuing (FQ) and Stochastic Fair Queuing (SFQ). The FQ and CBQ 
are capable to provide flows differentiation under heavy downlink scenario, but the CBQ is programmable to 
provide users differentiation to the end users. This is something extra that is not available in the IEEE802.11e 
and the network administrator controls the WLAN bandwidth distribution through the CBQ. 
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1 Introduction 
The success of IEEE 802.11 Wireless Local Area 
Network (WLAN) technology is largely due to its 
simplicity, scalability, and robustness against 
failures. However, the existing WLAN 
IEEE802.11a, b or g [1-3] standards only support 
best effort services and are not designed to support 
the real-time multimedia services e.g. voice and 
video. The IEEE 802.11e [4] standard provides the 
QoS solutions through two access mechanisms, the 
enhanced distributed  channel access (EDCA) and 
hybrid coordination function controlled channel 
access (HCCA). The EDCA defines four access 
categories (ACs) for different types of packets. 
However, bandwidth, jitter or latency are still not 
guaranteed [1-4]. Specific enhancements on the 
Medium Access Control (MAC) layer have been 
implemented such as differentiating the initial 
window size (CWmin), the window-increasing factor, 
the maximum backoff stage or the inter-frame space 
(IFS) in order to achieve the QoS differentiation 
specified in IEEE802.11e [4]. This is a hardware-
intensive approach that requires major hardware 
upgrade and hence significant cost.   

 We propose an alternative direct software 
solution to provide QoS to IEEE802.11 systems. A 
two level queuing mechanism is proposed to offer 
priority treatment and bandwidth distribution to the 

WLAN end users. The remaining of this paper is 
organized as follows: Section 2 provides a summary 
of the related work in WLAN QoS provisioning. 
The proposed scheme and the implementation 
details are described in section 3. Simulation 
analyses are discussed in section 4. Finally, a 
conclusion is presented in Section 5. 
 
 
2 Related Works 
Many researches have been carried out to provide 
QoS in the IEEE802.11 WLAN. The researches can 
be categorized to few different categories that 
include the physical, MAC, network, transport layer 
approaches. The physical and MAC layer solutions 
need hardware upgrading that require significant 
cost and time. The literature reviews are targeted in 
MAC, network and transport layer approaches. The 
related research works that had been carried out are 
discussed as follow. 
 
 
 
2.1 MAC Layer Approaches 
For the MAC approaches, QoS schemes are 
implemented by differentiating the initial window 
size, window-increasing factor, maximum backoff 
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stage or the inter-frame space (IFS) [5, 6]. New or 
enhanced version of the MAC have been proposed 
to support QoS [8, 9, 10].  The IEEE802.11e was 
introduced to enhance the QoS capability for the 
real time applications [4] since the preceding 
standards have no QoS support. The 802.11e 
Enhanced Distributed Coordination Function 
(EDCF) is based on IFS and Contention Window 
(CW) differential adjustment to provide eight 
different types of service classes. Each service class 
has different IFS and CW to distinguish between 
each other. The HCF is an extension of the PCF 
mode. The Hybrid Coordinator (HC) controls the 
channel access and ensures QoS guarantee for 
prioritized flows by granting explicit access during 
the Contention Period (CP). The IEEE802.11e 
provides the QoS based on the types of services. 
The MAC enhancement is an approach that requires 
hardware upgrade and thus involving significant 
cost. 

Service class mapping between the 802.11 and 
IntServ is proposed in [5] to preserve traffic 
differentiation at the link layer. It selectively 
provides service differentiation between the 
guaranteed services and the best effort services. It 
reduces the packet loss but the hidden terminal 
problem is not included. 

An investigation is carried out in [6] to study the 
ability of the IEEE802.11b MAC to support 
simultaneously voice and data traffic. The backoff 
control and priority queuing are implemented at the 
AP. The scheme distinguishes delay-sensitive 
packets and provides them the priority treatment by 
improving their queue positions and allowing them 
to use a zero backoff value during contention 
period.  

The researches on MAC layer are mainly 
targeting to provide service differentiation between 
different types of services where the real time 
services have higher priority compare to the best 
effort services. 
 
2.2 Network and Transport Layer 
Approaches 
Yongho Seok and Jaewoo proposed and simulated a 
queue management algorithm for multi-rate WLAN 
using network simulator (NS) in 2003 [7]. Three 
different applications, video, audio and data traffics 
are considered in the study. Three different queues, 
drop tail, Tx time based priority, and Tx time 
priority dequeue + enqueue are used in the 
simulation. The algorithm proposed achieves higher 
throughput and resource utilization compared to the 
original configuration.  

Dong Liu proposed the distributed adaptive 
bandwidth allocation scheme and the interactive 
signaling mechanism between the centralized 
manager and the distributed agents to provide QoS 
support for the real time applications in the uplink 
channels [8]. The testbed includes an access point 
(AP) and 2 mobile hosts with 1 mobile host as the 
video server streaming video to a wireless client 
through the AP. The proposed scheme can 
dynamically performs reallocation of resources.  

HK Yip and YK Kwok investigated the 
efficiency of a software based interference 
coordination approach in 2004 [9]. Four algorithms 
are used in the study, the First in First out (FIFO) 
queue, the Hierarchical Token Bucket and 
Stochastic Fair Queue (HTB+SFQ), Priority 
Queuing and Token Bucket Filter (PRIO+TBF), and 
SFQ. The PRIO+TBF provides the best 
performance in the aggregate bandwidth achieved 
by the Bluetooth and IEEE802.11b compared to the 
others in this study. 

Yuxiao Jia proposed an adaptive resource 
allocation approach using the dynamic class based 
queuing (CBQ) to reallocate the resources based on 
the prediction of the future demand in 2003 [10]. 
The QoS requirement can be satisfied through the 
prediction.  

The wireless HTB is used as the scheduling 
algorithm to be integrated in AP [11] and compared 
with other standard scheduling algorithm, which do 
not take into account information on channel 
quality. The results showed that WHTB provides 
higher goodput compared to CBQ, HTB and deficit 
round robin (DRR) when one of the mobile station 
changes among the position with good, medium, 
bad, very bad links and out of range from AP.  

The combination of IEEE802.11 with HTB 
traffic shaper is proposed in [12] to provide QoS for 
IEEE802.11b. The hosts have been configured to 
send their packets at different fixed rates. It achieves 
a plain and sustained throughput with low standard 
deviation to stations. 

Traffic-shaping algorithm is proposed to avoid 
the users with different distances from AP that 
supports different throughputs in [13]. The study is 
targeted to FTP and video traffics. The algorithm 
reduces the effect of one bad link on other users in 
the same BSS, by limiting the packets addressed to 
the users that suffer from a poor link. The 
degradation in the downlink quality of one user 
affects the performance of others under the same 
AP.  

The weighted fair queuing is proposed in [14] to 
achieve the desired bandwidth allocation on a wired 
link through simulation. The distributed weighted 
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fair queuing provides a flow with an average 
bandwidth proportional to its weight, but does not 
provide guarantee for individual packets. The 
scheme reduces the throughput of each station when 
higher number of stations is connected to the 
system. 
 
2.3 Justification 
From the reviews that we have carried out, it is clear 
that most of the researches are targeted to provide 
QoS for different types of services. The service 
differentiations are focus on two different 
categories, the protected services and the best effort 
services. The protected services are the real time 
traffics such as VoIP and video streaming have 
higher priority to access the wireless medium. Most 
of the researches improved the chances of the real 
time traffic to access the wireless medium, but none 
of the researches targeted on users differentiation.  

The IEEE802.11e provides the service 
differentiation to the WLAN end users, which is not 
available in the existing IEEE802.11b/a/g systems. 
The network administrator is not authorising to 
control the IEEE802.11e, since all the bandwidth 
allocation is controlled by the IEEE802.11e MAC.  
We proposed a QoS provisioning scheme that 
implemented in a gateway that located between the 
wired and wireless networks to handle the wireless 
bandwidth distribution. A queuing mechanism such 
as Class Based Queue (CBQ), Deficit Round Robin 
(DRR), Fair Queuing (FQ) or Stochastic Fair Queue 
(SFQ) is configured in the network gateway to 
handle the bandwidth distribution. Simulation is 
carried out to compare the performances of the 
proposed scheme by applying various queuing 
mechanisms with the original IEEE802.11b/e 
system. 
 
 
3 Proposed EL3SD Scheme 
To overcome the limitation of the IEEE802.11b 
without QoS capability, the extra queuing 
mechanism is added in a network gateway between 
the WLAN and wired system to control the 
bandwidth distribution. Various queuing 
technologies as mentioned are implemented in the 
two-level queuing scheme. The proposed scheme is 
shown in Fig. 1. The proposed scheme is a software 
approach that implemented in a Linux based 
network gateway that located between the wired 
backbone and the IEEE802.11b/a/g AP. The old 
computer is sufficient to install the Linux operating 
system and the Linux operating system is a free 
open source operating system. WLAN is the 
bottleneck of a network system and the majority are 

downlink traffics that send from wired to wireless 
end users. The proposed scheme is a software 
approach that requires minimum hardware 
modification and thus minimum cost expenses. 
 

 
Fig. 1: Proposed scheme network architecture 

 
Network Simulator is used for the simulation 

analysis. Four types of queuing mechanisms that 
selected for the simulation are the CBQ, DRR, FQ 
and SFQ. CBQ is a traffic management algorithm 
developed by the Lawrence Berkeley National 
Laboratory Network Research Group as an 
alternative to the router.  CBQ operates at the IP 
layer and divides the traffic into a hierarchical of 
classes/queues. The root queue defines the total 
bandwidth available and the child queues are 
created under the root queue. The bandwidth 
distribution of the child queues with different 
priorities is fully controlled by the CBQ. The 
packets are divided to the child queues according to 
the source address, destination address, port 
number, protocol or the combination of the 
parameters. The queues can be configured to borrow 
bandwidth from the parent queue if it is under 
utilized. The borrowed bandwidth is granted to the 
higher-priority classes before the lower-priority 
classes. The higher priority queues are serviced first 
within the limits of their bandwidth allocation, and 
the delay of the priority queues is reduced. A 
complete hardware implementation analysis of the 
CBQ router is done in [15] and the operational 
issues are discussed in this journal.  

DRR or deficit weighted round robin (DWRR) 
which is a modified weighted round robin 
scheduling discipline. It handles packets of variable 
sizes without knowing their mean sizes. A 
maximum packet number is subtracted from the 
packet length. Packets that exceed the number from 
the subtraction are held back until the next visit of 
the scheduler. It serves packets at the head of every 
nonempty queue which deficit counter is greater 
than the size of the packet. The deficit counter is 
increased if the value is lower.  

Fair queuing is a technique that allows each 
flow that passed through a network device to have a 
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fair share of network resources. FQ is used in 
computer network and statistical multiplexing to 
allow several packet flows to fairly share the link 
capacity. The advantage of FQ over the 
conventional first in first out (FIFO) queuing, is the 
ill-behaved flow which consists of unfairly large 
data packets, will only punish itself and not other 
flows. FQ allocating bandwidth fairly to users, 
achieving promptness and allocating buffer space 
properly. FQ is used in routers, switches or 
multiplexers that forward packets from a buffer. FQ 
estimates a virtual finishing time of all candidate 
packets based on the arrival time of the packets, 
packet sizes and the number of queues. The FQ 
compares the virtual finishing time and selects the 
minimum one.  

SFQ is a simple implementation of the fair 
queuing algorithms family. It is less accurate than 
others, but it also requires less calculations. Traffic 
is divided into a large number of FIFO queues, one 
for each flow. Traffic is sent in a round robin 
fashion. Multiple sessions might end up in the same 
bucket because of hash, which would halve each 
session in chance of sending a packet, thus halving 
the effective speed available. SFQ changes its 
hashing algorithm frequently so that any two 
colliding sessions will only do so for a small 
number of seconds. It schedules the transmission of 
packets based on flows and does not shape the 
traffic. It ensures fairness so that each flow is able to 
send data in turn, thus preventing any single flow 
from drowning out the rest. 
 
 
4 Simulation Analyses 
The simulations are carried out to identify the most 
suitable queuing mechanism for the proposed 
scheme. IEEE802.11b and IEEE802.11e are used in 
the simulation, and the parameter values used in the 
simulation are shown in Table 1 and 2. The new 
IEEE802.11e is simulated to investigate the 
compatibility of the proposed scheme.  

The simulations are carried out under two 
conditions; 1) heavy downlink and 2) heavy uplink 
traffics condition. The performance analysis is 
carried out by comparing the performance in terms 
of throughput, jitter and delay. The average values 
are compared between the original and the systems 
with extra queuing mechanism. The performance 
analysis is targeted on flows differentiation, since 
the IEEE802.11e provides the same QoS services. 
All the wireless end users had 5 flows, with 4 
downlink flows (audio, video, background traffic – 
bg_down and ftp) and an uplink flow (background 
traffic – bg_up) under heavy downlink traffics 

scenario. The heavy uplink traffics scenario had 5 
flows, with 4 uplink flows (audio, video, 
background traffic and ftp) and a downlink flow 
(background traffic). The traffics setting are shown 
in Table 3. All the simulations contained 10 wired 
users and 10 wireless users that connected by a 
network gateway and an AP.  
 
Table 1: IEEE802.11b parameters vales used in the 

simulation 
Attributes Values 
Slot Time 20us 
SIFS 10us 
Preamble 72 bits 
PLCP Header Length 48 bits 
PLCP Data Rate 1Mbps 
Basic Rate 1Mbps 
Data Rate 11Mbps 
RTS Threshold 3000 bytes 

 
Table 2: IEEE802.11e parameters values used in the 

simulation 
Attributes Prio0 Prio1 Prio2 Prio3 
Persistent 
Factor (PF) 

2 2 2 2 

Arbitrary 
Interframe 
Space (AIFS), 
us 

2 2 3 7 

Minimum 
Contention 
Window 
(CW_MIN) 

7 15 31 31 

Maximum 
Contention 
Window 
(CW_MAX) 

15 31 1023 1023 

Transmission 
Opportunity 
Limit 
(TXOPLimit) 

0.003008 0.006016 0 0 

Table 3: Traffics setting of the simulation analysis 
Flows Rate UDP/TCP Priority 
Audio 128Kb UDP/CBR 

0 
Video 650Kb UDP/CBR 

1 
Background 

(uplink / 
downlink) 

200Kb UDP/CBR 
2 

FTP Produce 
50000 

TCP 
3 

 
The simulations are carried out under two 

conditions; 1) heavy downlink and 2) heavy uplink 
traffics condition. The performance analysis is 
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carried out by comparing the performance in terms 
of throughput, jitter and delay. The average values 
are compared between the original and the systems 
with extra queuing mechanism. The performance 
analysis is targeted on flows differentiation, since 
the IEEE802.11e provides the same QoS services. 
All the wireless end users had 5 flows, with 4 
downlink flows (audio, video, background traffic – 
bg_down and ftp) and an uplink flow (background 
traffic – bg_up) under heavy downlink traffics 
scenario. The heavy uplink traffics scenario had 5 
flows, with 4 uplink flows (audio, video, 
background traffic and ftp) and a downlink flow 
(background traffic). The traffics setting are shown 
in Table 3. All the simulations contained 10 wired 
users and 10 wireless users that connected by a 
network gateway and an AP.  
 
4.1 Heavy Downlink Traffics Scenario 
The maximum average throughput of the 
IEEE802.11b protocol is below 5.12Mbps [16]. The 
wireless bandwidth is shaped to 7Mbps by the 
network gateway to limit the traffic between the 
LAN and AP for all the simulations. The bandwidth 
is distributed to four child queues with Queue1 with 
the highest priority, followed by Queue2, 3 and 4. 
Queue1 is allocated 2.1Mbps, Queue2 2.1Mbps, 
Queue3 2.1Mbps and Queue4 0.7Mbps. Queue1 and 
Queue2 are reserved for the real time applications, 
the audio and video. Queue3 and Queue4 are 
allocated for the best effort services, the background 
traffics and FTP. The simulation period is 30s. The 
simulation is targeted on the IEEE802.11b and 
IEEE802.11e protocols with the CBQ (cbq-11b, 
cbq-11e), DRR (drr-11b, drr-11e), FQ (fq-11b, fq-
11e), SFQ (sfq-11b, sfq-11e) and the original 
architectures (11b, 11e). 
 

The total average throughput of the 
IEEE802.11b system increased 1.52% after the SFQ 
added as shown in Table 4 and Fig. 2, and the sfq-
11b gives the highest total throughput among the 
others. The total average throughputs of the 
IEEE802.11e systems are much lower compared to 
the IEEE802.11b systems. The sfq-11e also gives 
the highest total average throughput among the 
other IEEE802.11e systems. The average audio 
throughput increased 226% in cbq-11b and 30.89% 
in fq-11b, but the average video throughput reduced 
after the extra queuing mechanism is added to the 
IEEE802.11b system. No significant improvement 
of the average throughput in IEEE802.11e after the 
proposed two-level queuing is implemented for the 
real time applications. The downlink background 
traffic (bg_down) is increased more than 154% after 

the extra queuing mechanisms added to the 
IEEE802.11b as shown in Fig. 2. The FQ provides 
the best performance compared to the other queuing 
mechanisms in IEEE802.11b and no significant 
improvement in IEEE802.11e system after the 
proposed scheme is implemented. The FQ increased 
the average throughput of the IEEE802.11b 
applications except the video flow is 43% reduced 
as shown in Fig. 2. 

The average packets jitter of the IEEE802.11b 
applications are reduced more than 23% for the cbq-
11b and fq-11b as shown in Fig. 3, except the video 
flow. The CBQ reduced 69.36% of the 
IEEE802.11b audio average packets jitter. No 
significant improvement in average packets jitters of 
the IEEE802.11e after the extra queuing mechanism 
is added as shown in Fig. 3. 

The average audio packets end-to-end delay of 
IEEE802.11b is reduced 10.86% after the CBQ 
added as shown in Fig. 4.  The average delay of the 
FTP is reduced 34.57% in IEEE802.11e after the 
CBQ added. The end-to-end delays of the majority 
IEEE802.11b/e systems are increased, since the 
extra queuing mechanism contributes extra delay. 
The audio and video end-to-end delays are less than 
0.142s and 0.423s respectively after the extra 
queuing mechanism added to the IEEE802.11b/e 
systems. 

 
 
Fig. 2: Percentage different of the flows throughput 
for IEEE802.11b and IEEE802.11e with extra 
queuing added comparing the original architectures 
 

The CBQ and FQ are suitable for IEEE802.11b 
system to provide the service differentiation. The 
performance of the FQ is better compared to CBQ 
in providing the service differentiation. Both 
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Table 4: Average flow throughputs (Mbps) for WLAN with different queuing mechanisms 

 
 
Table 5: Average flow packets jitter (ms) for WLAN with different queuing mechanisms 

 
 
Table 6: Average flow packet end-to-end delay (s) for WLAN with different queuing mechanisms 

 
 

queuing mechanisms provide higher throughput to 
all the services compared to the original 
IEEE802.11b system, except the video flow. This is 
caused by the video flow that demanded large 
bandwidth and some of the video packets are 
dropped to reserve bandwidth for the other services. 
The CBQ and FQ provide significant lower packets 
jitter, but with higher end-to-end delay. The 
performance of the IEEE802.11e is slightly 
degraded after the extra queuing added. 
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Fig. 3: Percentage different of the flows jitter for 
IEEE802.11b and IEEE802.11e with extra queuing 
added comparing the original architectures 
 

Fig. 4: Percentage different of the flows end-to-end 
delay for IEEE802.11b and IEEE802.11e with extra 
queuing added comparing the original architectures 
 
 
4.2 Heavy Uplink Traffics Scenario 
The total average throughput of the IEEE802.11b 
maintained at 4.5Mbps and 1.8Mbps for 
IEEE802.11e under heavy uplink scenario as shown 
in Table 7. The total average throughput of the 
IEEE802.11b is 60% higher than IEEE802.11e. The 
throughput of the FTP is 33% lower after an extra 
queuing added in IEEE802.11b as shown in Fig. 5. 

The total throughputs maintained after the extra 
queuing added in IEEE802.11e system. The audio 
flow throughputs are higher in IEEE802.11e, but the 
other flows throughputs are much lower in 
IEEE802.11e compared the IEEE802.11b system. 
 

 
 
Fig. 5: Percentage different of the flows throughput 
for IEEE802.11b and IEEE802.11e with extra 
queuing added comparing the original architectures 
 

 

 
 
Fig. 6: Percentage different of the flows jitter for 
IEEE802.11b and IEEE802.11e with extra queuing 
added comparing the original architectures 
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Table 7: Average Flow throughput (Mbps) for WLAN with different queuing mechanisms 

 
 
Table 8: Average flow packets jitter (ms) for WLAN with different queuing mechanisms 

 
 
Table 9: Average flow packet end-to-end delay (s) for WLAN with different queuing mechanisms 

 
 
Table 10: Performance comparison between WLAN with and without CBQ 
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Fig. 7: Percentage different of the flows end-to-end 
delay for IEEE802.11b and IEEE802.11e with extra 
queuing added comparing the original architectures 
 
 

Fig. 6 and Fig. 7 show the percentage different 
of the flows average packets jitter and end-to-end 
delay after the extra queuing scheme added to the 
WLAN compared to the original system without 
extra queuing added to it. The systems with extra 
queuing added obtain slightly lower or almost equal 
average packets jitter as shown in Fig 6. Since the 
queuing mechanisms manage the bandwidth 
distribution and the greedy best effort FTP 
application is sacrificed with higher average jitter 
especially in IEEE802.11b system as shown in Fig. 
6 to support others real-time applications (audio and 
video).  

The average end-to-end delay of the real-time 
applications are slightly higher in IEEE802.11b 
systems but almost equal in the IEEE802.11e 
systems after the extra queuing added as shown in 
Fig.7. The real time applications have higher 
priorities to access the WLAN compared the best 
effort applications in IEEE802.11e system and extra 
priority queuing is added in the IEEE802.11e MAC. 
The average end-to-end delay of the best effort 
applications are much higher in IEEE802.11b 
system after the extra queuing added, but 
performance of FTP is not constrained with higher 
end-to-end delay introduced to it. 

  
 

4.3 Simulation Analysis for the CBQ User 
Protection Scheme 

The simulation contains 24-wired users sending a 
Constant Bit Rate (CBR) traffic 700kbps each, with 
packet size 1000 bytes to 24 WLAN users through a 
network gateway and an AP. The User1 has the 
highest priority, follow by User2 with second 
priority, and User3 with third priority and the others 
are the best effort users. The CBQ divides the 
bandwidth equally to 4 different queues, the first, 
second, third and fourth priority queues. The first, 
second and third queues with priority 1 (highest), 2 
and 3 are allocated to the protected User1, User2 
and User3. The last queue is reserved for all the best 
effort users. The simulation results are summarized 
in Table 10. 

The total average throughput increased after the 
CBQ added. The protected users received higher 
throughput after the CBQ added, compared with the 
best effort User4. Table 10 shows the Class Based 
Queue (cbq-11b and cbq-11e) provides lower 
average packet end-to-end delay and jitter to the 
users with higher priority compared to the original 
WLAN systems. 
 
 
5 Conclusion 
The Two-level Queuing QoS provisioning scheme is 
a simple, easy and low cost approach to provide 
partial QoS to the wireless clients. The proposed 
scheme is a software approach that implemented in 
a network gateway. It maintains the current 
IEEE802.11b/a/g systems and is compatible with 
the IEEE802.11e system. The FQ/CBQ provides the 
flows differentiation to the IEEE802.11b system and 
the CBQ provides the user differentiation to the 
WLAN systems. The network administrator can 
controls the WLAN bandwidth distribution through 
the CBQ. The proposed scheme provides higher 
throughput, lower packets jitter and end-to-end 
delay to the protected users under users 
differentiation scheme. The proposed scheme is 
realizable in the real wireless network and the 
network gateway can be implemented in a free 
Linux based server. 
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