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Abstract: - The aim of this paper is to utilize an unordinary anisochronic modelling principle on a circuit
thermal laboratory plant. The class of anisochronic models is characterized by the existence of state (internal)
delays, both distributed or lumped ones. The modelled laboratory appliance was designed at Tomas Bata
University in Zlin, Czech Republic, as a thermal heating circuit small scale model with dynamic properties
similar to that of area heating system (e.g. a cooling circuit in cars). The motivation for the modelling of this
plant was double. Firgt, the dynamics of the plant exhibits unconventiona step responses which cannot be explained
by a standard analytic means. Second, the authors of this contribution intend to use the obtained anisochronic
mathematical description of the plant with the view of the verification of agebraic control agorithmsin the Rysring

designed for delayed systems earlier.
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1 Introduction

Heating (or thermal) systems are ill prolific
practical industriad as well as real-life applications
and they represent a favourite research area as it
reveals from recent studies. To name afew, in[1] a
method of integral equations for some thermal
problems of engineering is proposed (e.g. for
radiative heat transfer, heat conduction etc.) which
leads to Volterra-Fredholm integrals. Applicable
models of pipelines and pipe connections are
suggested in [2]. A model of heating system in a
room, which is similar to that studied in this paper,
is presented in [3]. In [4] a model incorporating
internal delays (even of neutral type) for central
heating system is presented. However, many of
there approaches are a rather complicated and yield
distributed parameter models, nearly unusable for a
controller design.

The presented contribution deds with
anisochronic  modelling philosophy introduced
already in [5] and subsequently developed for
heating systems e.g. in [6-7]. Anisochronic models
are characterized by the occurrence of date
(internal) delays in a system model. Nevertheless,
there are also many industrial processes that include
delays in internal feedback loops, e.g. in the model
of mass flows in sugar factory [8] or in metallurgic
processes [9], to name but afew.

The laboratory heating plant modelled in this
paper was assembled at the Faculty of Applied
Informatics of Tomas Bata University in Zlin in
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order to test control agorithms for systems with
dead time. The original description of the apparatus
and its electronic circuits can be found in [10]. The
motivation for the modelling the plant was double.
First, the dynamics of the plant exhibits
unconventional step responses which cannot be
explained by a standard analytic means. Second, the
authors of this contribution intend to use the
obtained anisochronic mathematical description of
the plant with the view of the verification of
algebraic control agorithms in the Rys ring
designed for delayed systems, see e.g. [11-12]

2 Description of

Heating M odel

The plant to be mathematically modelled in this
paper was built in order to verify severa control
algorithms for (conventional) time delay systems.
Criginaly, it was intended to control input delays
only; however, as it is shown in this contribution,
the plant contains internal delays as well, and thus it
is suitable also for testing control approaches for
anisochronic systems. The plant dynamics is based
on the principle of heat transferring from a source
through a piping system using a heat transferring
media to a heat-consuming appliance. External
appearance of the plant isshownin Fig.1.

the Laboratory
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Fig.1 — A photo of the laboratory heating model

A schematic sketch of the model is depicted in Fig.2
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Fig.2 — A scheme of the laboratory heating model

Let us describe the plant according to a
schematic sketch depicted in Fig.2. The heat
transferring fluid (namely distilled water) is
transported using a continuousy controllable DC
pump {6} into a flow heater {1} with maximum
power of 750 W. The temperature of a fluid at the
heater output is measured by a platinum
thermometer giving value of ¢,,,. Warmed liquid
then goes through a 15 meters long insulated coiled
pipeline {2} which causes the significant delay in
the system. The air-water heat exchanger (cooler)
{3} with two cooling fans {4, 5} represents a heat-
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consuming appliance. The speed of the first fan can
be continuoudly adjusted, whereas the second one is
of on/off type. Input and output temperatures of the
cooler are measured again by platinum
thermometers giving &, , resp. ¢-,. The expansion
tank { 7} compensates for the expansion effect of the
water.

This small scale model can represents dynamics
of real heating systems, e.g. a cooling circuit system
in cars, heating systems in buildings, etc. The
laboratory model is connected to a standard PC via
serial bus RS232 and a portable data acquisition
unit. All tasks relating to the monitoring and control
of the plant are served by software running in
Matlab 6.5 environment.

3 Anisochronic Model of the Plant
In this section, a possible mathematical model of the
plant is proposed. Obviously, an accurate
mathematical model of the plant would be rather
complicated due to the existence of components
causing distributed delays in the system. However,
the aim of this contribution is not to find an exact
description of the model, but a sufficiently simple
mathematical model which can be used for the
verification of some control agorithms. Thus, in the
following section, the construction of a suitable
anisochronic model is proposed. The methodology
is based on comprehension of all significant delays
and latencies in the model which is built in two
steps: First, models of separate functiona parts of
the plant are found; secondly, separate models are
combined by means of their common physica
guantities.

Let us introduce notation for process quantities
first:
¢ [Jkg™ K™] — the specific heat capacity of water
m(t) [kg s'] —the mass flow rate of water
My [kg] — the overall mass of water in the heater
Mc [kg] —the overall mass of water in the cooler
Mp [kg] —the overall mass of water in the pipdine
B (t) [°C] — output temperature of the heater

2, (t) [°C] — input temperature of the cooler

U, (t) [°C] — output temperature of the cooler

&, (t) [°C] —input temperature of the heater

¥, [°C] —ambient temperature

P(t) [W] —the power of the heater

7, [s] — the delay of a water flow through the
heater

Tuc [g] — the delay of a water flow between the
heater and the cooler
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7. [s] —the delay of awater flow through the cooler
T.c [S] —the delay between a control signa to the

cooling fan and the output temperature of the cooler
7oy [S] — the delay of a water flow between the

cooler and the heater
up(t) [V] —avoltage input to the pump

uc(t) [V] —avoltage input to the cooling fan

K, (t) [W K — the overal heat transmission
coefficient of heater wastage energy

Ko(t) [W K7 — the overal heat transmission

coefficient of the cooler
K, [W K% — the overal heat transmission

coefficient of thelong pipdine

ho, hy, hy, hs, hy, hs — weighting coefficients for the
estimation of the overdl heat transmission
coefficient of the heater

Co[W K™, ¢i[W K™ V7Y, ¢, — weighting coefficients
for the estimation of the overall heat transmission
coefficient of the cooler

po[M® 7, p1[V], p. — Weighting coefficients for the
estimation of the mass flow rate of water

3.1 Modd of the heater
The energy balance equation is used for the
description of the heater

cM dz};—?(t)z P(t-0.5z,)

+crint )[19H| (t—71)-Bolt )]

_KH(t){ﬂHO(t)_"iHI (t-z, )—?9/«}

where the arithmetical mean temperature difference
is taken for heat losses. and a heating body is
assumed to perform heat energy in the middle of the
heater. Input temperature, 23, (t), is estimated by

“the nearest” measured one, ., (t), as

(D

Oy (t) =Ueo (t —Ten ) %)

due to the fact that the fluid transport between the
cooler output and the heater input is fast enough so
that these two temperatures almost do not differ,
except for a time delay. The overal heat
transmission coefficient of the heater, K, (t), is

numerically approximated by the relation
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_ hgP?(t)+hyiv® (t) + h, P(t)mi(t) + h

h, P+ horilt) @

K (t)

see[13].

3.2 Modéd of the coiled insulated pipeline

A transportation delay in the piping has a decisive
influence on the behaviour of the system. Consider
the energy balance equation again where heat losses
are supposed to be linear along the pipeline

cM, dﬁd;lt(t) = Cm(t)[ﬁ,_,o (t —THC)_ o, ('[)]
e (t)-H}HO(t _THC) @)
o[t ]

Notice that input and output temperatures are not
considered in the same time since the thermal effect
of the water inlet affects the outlet after some dead
time. Heat transmitting coefficient is considered as a
low valued constant, thanks to the very good
isolation.

The mass of the piping is neglected in the model
due to the fact that the specific heat capacity of the
materia of the pipeline (copper ~ 385 J kg' K™) is
much smaller than that of water (~ 4180 J kg™ K™),
approximately ten times, and because of the fact that
the mass of used copper is lower than that of the
fluid (water) inside the piping.

3.3 Modd of the heat exchanger (cooler)
Time delays in the air-water exchanger are of a
distributed nature, thus they have not an important
role in system behaviour. On the other hand, the
cooler significantly affects the temperature because
of its high heat transmission coefficient supported
by fans. The energy balance equation reads

ddieo (1)
dt

= crift )[ﬂu (t- Tc )- Yoo (t )]

—K, (t)[ﬂco(t)"' ia (t-7c)

M

(5)
_ﬂA}

The dynamics of the air part of the cooler is
much faster in comparison with the water one, thus
this dynamics is neglected. The heat transmission
coefficient, K (t), is attempted to be approximated

by afunction

(6)

Ke (t): Czué (t_TKC)+CluC(t_TKC)+CO
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Changes in the fan speed affect K (t). Notice
that there is a delay between the control input
voltage to the continuously controllable cooling fan,
Uc(t), and a change of K(t), in the model. There
is no attempt to use models of al electrical and
€lectronics equipments (e.g. the fan motor), and thus
coefficients ¢, ¢4, C, are determined experimentally.

3.4 Model of the pump
The influence of the voltage input to the pump,
Us(t), upon the mass flow rate of water, m(t), can

be described by a static characteristic

m(t): po[up(t)"‘ p1]p2

see [13]. The pump dynamics is omitted comparing
to the whole process dynamics. Changes of process
delays caused by the change of r(t) are neglected
as wdl, in order to avoid a rather complicated
mathematical description of the plant dynamics.

(7)

4 Model Linearization

From the modelling above, a nonlinear multi-input
multi-output (MIMO) model of the plant is
obtained. Measured temperatures 23,(t), o (t),
U (t) are taken as system outputs, whereas analog
input voltages u, (t), u(t) and the power P(t) are
considered as system inputs. To obtain linearized
model, the first two terms of the Taylor series

expansion at an operation point are used.
From (1)-(3) and (7) one can have

ddio(t) _ _
" AAu,(t)+ =TH AP(t-0.57,,) ®

+ AAP()+ AA Do () + AT (t -7, — 70 )

A

where
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A= 0 9ol _ PoPolleo+p)™”
auP(t> dt |o MH

[0 = Paoo +(0.58%, ¢ + 0.5¢ 00 — %)
[ —hyh PG (Upo + )
c[h5 Po(Upe + p,)™ + h4P0]2
—2hh, P, py(Upy + P, )™
hy Py (Upo + ;)™ + h4P0]2
(hohy —h,h, )Py —hshy

7l

s pO(uPO + pl)p2 +h,R,

+

(@)

(@)

_ 0 d0o() _py
AZ ()TO _[ﬁHIO zﬂHOO

+(0.58,,, +0.50,, — %)
4 (hlh4 - hzhs)pé(upo + p1)2p2
2
My [hs po(upo + pl)p2 + h4P0]

_Zhohppo( P0+p1) th2+h3h4}
oM, | Py (Upo + )% + 0Py [
_ a dz}HO(t)| 1 P2
A3 - aﬂHo(t) dt |0 - |V| [po(uPo + pl)

o upS(Upg + 1 )™ + 0Py Py (Upo + P1)™
2c[h Po(Upg + Py)™ +h P]
h,PZ + h, }

2c[h5p0 (Upo + p,)™ +h P]

A = P d o (t)]
Aot -7y —7cy) |o
1
= M, [po(upo + pl)p2

2p,

__ hpgup+ )
2(:[h5 Do (Upo + p,)™ +h,P, ]2

. h ,P P (Upy + P, )% +h P2+,
2c[h5 Po(Upo + P,)™ +h,P. ]

Additional index ()o denotes the appropriate
guantity value in the steady state (an operation
point) and symbol A stands for deviation from an
operation point.
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From (4) and (7) we have

Adﬁd;,lt(t) = AU () + AA Do (t—T,c)

+ AAT (1)

9)

with

0 dd(t)

ATl a

0

_ Pabo (Upo + pl)pfl(ﬂHOO - 1900)
My

P) dd, (t)|

A= Solton) o |

0

1
= CT[Cpo(uPo + pl)pz _O-SKP]

P

d da, (1)

MEan 0

0

1
== oM. [Cpo(upo + pl)p2 +O'5KP]

Linearization of (5)-(7) gives
ddo(t) _
AT = AgAu, (t)"' AAug (t —Tke ) (10)

+ ApA T (t)+ A A D (t —Tc )

0 dog,(t)
A= dup(t) dt |
_ P2bo (uPO + pl)prl(?}a 0~ 19(:00)
Mc
A ) d e, ()]

T (7)ot

0

(ZCZUCO + Cl)pz pO (UPO + pl)pz_1
cM .

(0.50, 4 +0.50.o, — )

d  dot)
00,(t) dt
1

== [ZCpo (UPO + pl)pz + Czu(Z:o +ClUcq + Co]
cM,

Ao =

0
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d d %o (1))
00 (t—7.) dt

A=

1

= [ZCpo(UPo + pl)p2 _Czu(2:0 +CUco + Co]
cM,

0

A linearized state space model in an operation point
then reads

d

EM“O(t) A, 0 0 A1)
%Aﬁu(t) =0 A O Al}CI(t)
_%Aﬁco(t)_ 0 0 AiO Al}co(t)
0 0 AA__AﬂHO(t_TCH TH)
+0 0 0| A, (t-74 —7,)

10 0 0 || Ad(t—7cy —74)

[0 0 OfA®(t-7,)
+ A, 0 Of AD,(t-7,)

|0 0 0] Ad(t-74)

[0 0 OfAV,(t-7c)
+/0 0 0| Ad(t-7¢)

_0 An O__Aﬂco(t_fc)

(A 0 ATAult)
+| A 0 0 |Auclt)

A, 0 0| AP(t)

1

00 M, [[Aut-05z,)
+/0 0 0 |Au.(t-05z,)

0 0 0 | AP({t-05z,)

[0 0 OJAu(t-7c)
+/0 0 Of|Auc(t—7,c)

10 A O] AP(t-7,)

ABL )] [1 0 OfAs(t)
{Aﬂa(t)]— 0 1 0| A%, (1) (11)
ABt)] |0 0 1| Ad,(t)

It should be note that the whole system state is
given not only by current values of state variables at
time t, but also by a segment of last system history

within the time range <t—z',t> where

r=max{r.,7o, +7,}. Symbol A for the linearized
model is omitted hereinafter. Assuming zero initial
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conditions (i.e. steady state in an operation point),
the Laplace transform of (11) is given by

Ouo(s)
O (s)[s
Lco (s)
A 0 A, exp(=(zgy +7,)s)
=| As exp(~7;) A, 0 ]
0 A exp(-7c9) Ao
r o (S)}
O (s)
O (9)
exp(- 0.57,,5)
A 0 cM Up (S
+| A 0 0 Ue (s)}
A A expl(=T7ycS) 0 P(s

(12)

where the capita letters stand for transformed
variables denoted with corresponding lower case
letters. The transfer matrix of the model thus reads

©uo(S)] [Guls) Guls) Gu(s)]Us(s)
Oq (S) = GZl(S) Gzz(s) st(s) Uc(s)
Oco(8)] [6a8) Gale) Gals)] PO) | 1o
L [Bul® Buls) By(sJTU(s)

=T le(s) Bzz(s) st(s) Uc(s)
Menle) Bale) Byl P9

where

= (S) = 1811,252 + 1811,15"' :Bll,lD sexp(— T111p S)

+ ﬂn,o + ﬁll,om exp(— Tll,ODls)+ ﬂll,ODZ exp(— Tll,ODZS>
s)= (ﬂ12,15+ Biao )exp(— 7,,9)

By (s)= Pr52S° + PraanS exp(—7,58)+ BisiS

+ ﬁla,lD sexp(— 7133) + ﬂ13,os+ ﬂlS,OD sexp(— 7133)

B (s)= P28 + Bo1iS+ Borio sexp(— To110 S)

+ ﬁZl,O + ﬂZLODl exp(— TZ],ODlS)+ ﬂZLODZ exp(— TZl,ODZS)
B,,(s)= B exp(-7,,5)

Bs(s)= lﬂzs,ls + Basio sexp(— T2310 S) + B0

+ Bas.op exp(— 723,00 S)] exp(—7,5)

By (S) = ﬂ31,2SZ + Ba11S+ Bario sexp(— Ta110 S)"‘ Baro
+ Baop1 eXp<_ 2'31,0D15) + Baron2 eXp<_ T31,0D25)
Bs, (S) = (/H32,252 + Bar1nSt B )eXp(— 2'325)
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By (s)= LB33,0D SexP(‘ 733,05) + B0 lexp(- T555)
A(s)=$* +a,S* + oS+ ay + g, €XP(—T4pS)

with

Buo=Au Bus=-A(A +Ao), Buio = A,
Bio=APAo: P =—AP A,

Brirovz = AAAL Tiap = Trropn = Ten +Tw s

Tiop2 =Tc tTch T 74

ﬂlZl A4A9 ﬂlZO

“AAA, Ty =Ty +Ton + Ty

ﬂ13,2 =A, 1813,2D = Ci’ 1313,1 = _AQ(A7 + A10)1

:B13,1D = (A7 + AiO) ,Blso AA A,
ﬁlS,OD = M A ATy, ZO-STH
ﬂ21,2 = A, ﬂ21,1 = _As(Aa + AiO)! ﬁ21,1D =AA,

ﬂZlO =AAA,, :sz,om =-AAA,,
Boronz = AuPsPss Torap =Tarop1 = Thes

T21,0D2 _TCH +TH +THC

Bro=APAy, Top =T + T + T4 +Tc

1
ﬂ231 AA;, ﬂ2310 = A&sm’ :B23,0 =-AAA,,

1
Basoo = APy ™M T3 =The

H
Tys1p =T30p = 097

ﬂ31,2 = A, ,B31,1 = _AS(AS + A7)1 :B3l,lD =AA,
ﬁSl,O =AA A, ﬂSl,ODl =-AAA;,
ﬁSl,ODZ =AAAL 72110 =7%31001 = e

Ts1002 =The T ¢

ﬁ32,2 = A, ﬂSZ,l =_A9(As + A7)1 ﬁsz,o =AAA,

Ty =Tkc

ﬂBS,OD AEAil ﬂ330 AZAEAM’

Tg50 =057y, T35 = THc +7c
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a, Z_(A3 +A+ AiO)’ o= AA+AAG+AA,
ay ==AA A, Aop =—AAAL

Top =Ty + Tpe +7¢ +Tey

To demonstrate the structure of anisochronic systems
dynamics graphicaly, a Matlab-Simulink scheme of
transfer function G,,(s) isdisplayedin Fig. 3.

Tau3®  Integiator Integrator Integrator

Beta3®_1 Tauz3_00

Taud+Taut+Tau3+Taud Alphad

Fig.3 — Matlab-Simulink scheme of transfer
function G(s)

5 Parametersldentification

Prior to solving the task of enumeration of model
parameters, let us display how unconventiona the
step response of the system is. Consider the step
change of P(t) resulting in changes of system output
temperatures, as it is pictured in Fig.4. An interesting
feature of the step response is the existence of “stairs’
(“quas’” steady states) in the plot.

Output temperatures [*C]

[ — SHo
— 8a
b¥ -+ 8co

25
]

I I I I I
600 1000 1200 1400 1600

Time [s]

Fig.4 — Heater power step change responses

L
600 1600

ISSN: 1109-2777

1099

Libor Pekar, Roman Prokop, Petr Dostalek

The existence of these multiple “quasi” steady
states can be explained as follows: Temperature of
water at the heater output, #%,,(t), increases until
the energy inlet and outlet of the heater equal. In the
meanwhile, the “hot” water flow goes through the
long pipe to the cooler, and, after some dead-time,
7., it affects input, o (t), and output, o, (t),
temperatures of the cooler. At this time, the heater
input temperature remains constant, because the
water flow has not gone a round yet, and ., (t)
becomes congtant. Then “cold” water goes back to
the heater and closes a circuit. Again, the closed
loop dead time between the cooler output and cooler
input, 7=7., +7, +7,, IS long enough so that
J, (t) and %, (t) become almost constant.

5.1 Estimation of the mass flow rate and the
heat transmission coefficient of the heater
There were made no attempts to determinate
measure the mass flow rate of water by measuring
of the diameter of the pipdine, the water-flow
velocity, etc. Steady state data in Table 1 can be
used for evaluation of m(t) by taking into account
the fact that more than one steady state can be
usually found in a step response of the system, see
Fig.4.
The steady state of (1) reads

. Do + 5
0=HR +Cmo[79H|0 _ﬂHOO]_ KHo[w_ﬂA}
(14)

i.e. the derivative is assumed identically zero. There
are two unknown dtatic parameters in (14),m, and
Ko, for a particular setting of inputs. Mass flow
rate, m(t), as a function of u,(t) influences mainly
sysem delays, whereas K, (t) given by (3)
impresses a “height” of the “first” steady state of
B.(t), see Fig4 (A). Table 2 contains the “first”
steady state values of temperatures #,(t) and
By, (t) =0 (t — 7o ). These data together with data
from Table 1 enable to estimate m, andK,,, for a

particular setting of input values by inserting these
data into (14), thus, we have two independent
equations (14) for a particular setting of inputs. The
fina values of m, andK,, are taken as the
arithmetical mean of al calculated values from
these tables for a particular (same) setting. There
can be then estimated unknown parameters of m,

andK,,, in (3) and (7), from these values.
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Table 1 - Measurements of steady-state
temperatures for u. =3V

Up P Bhoo Yoo | Peoo Uy

v | W | o) | [°c] | [°C] | [°C]
4 | 225 ] 381 | 380 | 313 | 22
4 | 225 | 418 | 415 | 351 | 26
5 | 225 | 394 | 393 | 329 | 25
5 | 225 | 409 | 40.7 | 345 | 27
6 | 225 | 395 | 39.3 | 329 | 255
6 | 225 | 380 | 379 | 330 | 235
4 | 300 | 435 | 432 | 349 | 25
4 | 300 | 426 | 425 | 337 | 23
5 | 300 | 419 | 418 | 333 | 225
5 | 300 | 441 | 438 | 360 | 25
6 | 300 | 433 | 428 | 352 | 24
6 | 300 | 434 | 431 | 353 | 24
4 | 375 | 481 | 479 | 37.1 | 24
4 | 375 | 478 | 473 | 368 | 235
5 | 375 | 488 | 485 | 387 | 255
5 | 375 | 499 | 497 | 400 | 26
6 | 375 | 482 | 478 | 383 | 23
6 | 375 | 491 | 489 | 395 | 265
4 | 400 | 512 | 509 | 37.7 | 24
5 | 400 | 522 | 520 | 399 | 24
6 | 400 | 499 | 498 | 382 | 23

Table 2 - Measurements of “quasi” steady-state
temperatures for u. =3V

Up P Yoo Bio (A

[V] [‘]’V [°Cl | [°C] | [°C]
4 225 | 288 | 21.7 22
4 225 | 33.0 | 26.1 26
5 225 | 31.2 | 24.7 25
5 225 | 33.8 | 26.9 27
6 225 | 31.8 | 25.6 | 255
6 225 | 296 | 23.1 | 235
4 300 | 339 | 245 25
4 300 | 30.7 | 21.7 23
5 300 | 339 | 254 | 255
5 1300 339 | 251 25
6 | 300| 321 | 23.6 24
6 300 | 32.7 | 24.1 24
4 375 | 355 | 241 24
4 | 375| 353 | 236 | 235
5 375 | 364 | 25.2 | 255
5 375 | 36.7 | 25.7 26
6 375 | 29.2 | 229 23
6 375 | 328 | 265 | 265
4 400 | 38.2 | 235 24
5 1400| 389 | 25.2 24
6 400 | 36.3 | 23.3 23
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Hence, equation (7) together with data in Table 1
and Table 2 resultsin m, asin Table 3, and K, as

in Table 4, where the water density was chosen as
p =993 kgm* and c = 4180 Jkg K™

Table 3. Measured relation ri(u,)
us[V] 3 4 5 6
m, [m*107 | 69.8 | 76.1 80.9 | 830

Table 4. Measured relation K,,,(u,,P) [W K™

U [VI | , 5 5
P[W]
225 1.07 | 137 |140
300 159 [154 |1.24
375 146 [ 214 |2.04
400 231 [276 | 263

The evaluation of these dataw.r.t. (3) and (7) results
in the following numeric estimation (made in
Microsoft Excel Solver): hy = 8.4925, h; = -0.0017,
h, =-14999, h; = -12998, h,= 1507.988, hs= 77.766;
Po = 5.077 10°, p; = 0.266, p, = 0.274. A graphical
comparisons of measured and calculated data are in
Fig.5and Fig.6.

L 4 Measured
3 @ ¢ Caleulated

5 450
400

e
AW]

250

Fig.5 — Comparison of measured and
calculated K,
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rﬁxo[m3]

0,009

00085 4

0,003 -

00075 4

0,007

00065 4

—e— hleasured
—— Calculated

0,006

2 3 i N 5 5 7
Fig.6 — Comparison of measured and calculated m,

One can see that K, ,(us,P) is nearly not
depended on the setting of u, and thus a linear
relation K,,(P) could be enough to take. The

important disadvantage of these estimations is the
fact that the results are strongly sensitive to the
measurement of the ambient air temperature.

5.2 Estimation of the heat transmission
coefficient of the coiled insulated pipeline

Data in Table 1 together with the static equation
obtained from (4) can be aso used for the
evaluation of the (constant) heat transmission
coefficient K, which characterizes especially a

“height” of the “quasi” steady state of o, , see Fig.
4 (C). From (4) we have

. Uy + 0
0= Cmo[ﬁHoo _1900]_ K{%‘@x} (15)

The final value of K, is taken as the
arithmetical mean again as K,=0.39 W K™
Obviously, the pipdine is insulated very well and
this coefficient does not affect the system dynamics
significantly. The measurement is sensitive to %,
again, and the A/D converter resolution (cca 0.1 °C)
disables to find an more accurate value of K.

Moreover, the effect of secondary heating (due to
the material of the pipeline) makes a measurement
of 8., and &, moredifficult.
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5.3 Estimation of the heat transmission
coefficient of the cooler
Steady state yields (5) of the form

. Do + &,
0= Cmo[19c3|o - ﬂcoo]_ KCO{M_

s o0, a9

This equation together with datain Table 5 givesthe
estimation of K,, which characterizes especially a
“height” of the “quasi” steady state of 23, (t), see
Fig. 4 (C), for aparticular setting of u., similarly as
in Section 5.1.

Table 5 - Measurements of steady-state
temperatures for various u., P=300W , u, =5V

uC ﬂHOO ﬂCI 0 19(:00 ﬂA
Vi | [°C] | [°C] | [°C] | [°C]
481 | 479 | 400 | 24
453 | 450 [362 | 215
465 | 463 | 382 | 25
433 | 429 | 347 | 225
433 | 428 | 349 | 235
445 | 443 | 358 | 23
39.8 | 393 | 300 | 205
423 | 422 | 327 | 23
431 | 428 | 345 | 255
396 | 393 | 310 | 21
399 | 396 | 316 | 22
409 | 406 | 323 | 24
406 | 405 | 322 | 23
411 | 409 | 326 | 245
386 | 384 | 302 | 21

olo|loju|alu|a|a[ANNNRR|F

Note: Temperature values for u. =3V are omitted

in Table 3 since they can be obtained from Table 1.
The arithmetical mean of particular measured

values of K, resultsinrelationsasin Table 6

Table 6 - Measured relation K, (uc)
Uc Keo
[V] [ WK
14.2
16.9
18.2
195
21
214

OO WNF

With help of the numerical optimization (MS
Excel) one can obtain coefficients of (6) as
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Co=118,¢,=2.755,¢,=-019  (17)

A graphical comparison of measured and calcul ated
Keol(Ue) isinFig.7.

L) {“c)
22
20
18
16
14 4
—e— Measured
—m— Calculated
12 T T T T . T
0 1 2 3 4 5 5 7

Fig.7 — Comparison of measured and calculated K.,

5.4 Static characteristics

All the above presented data enable to draw up the
static characteristics of the studied model. Static
relations between u, and al output temperatures,

for P=300W, u. =3V, ¢, =24°C, are displayed
inFig. 8

‘gHD"gCI"gC’O
15
44 4
434 3
12 4
41 4
40 4
9 A
35
37 A
35 A

1 /.
34

[°C]

33 A O
321 A Sy
31 - e
a0 : : :

3 1 5 B 7

up [V]

Fig.8 — Static characteristics o3, (Up ), 2%, (U, ),
Y-o(Up), for P=300W, u. =3V, &, = 24°C

Static characteristics &, (U ), 2% (U ), oo (U ) are
in Fig. 9, for P= 300 W, u, =5V, #J, = 24°C, and
relations #,,(P), & (P), ¥, (P) are depicted in
Fig. 10, for u, =5V, ug =3V, o, = 24°C.

ISSN: 1109-2777

1102

Libor Pekar, Roman Prokop, Petr Dostalek

SHD’SCI‘&CD [Oc]
50
49
¥ —— i
47 4 —a— For
45 -+ Fp
45 4
44
43 4
42 4
44
40 4
39 4
38 4
37 q
36 4
359
34 4
33 4
32 4
34
30 T T T T T T
0 1 2 3 1 5 5 7

4 [V]
Fig.9 — Static characteristics o9, (U ), 2% (Ug ),
(U ), for P=300W, u, =5V, %, =24°C

B Fog B [°C]

—— Iy
—a— Sy
31 - I

200 22‘5 25‘0 27"5 30‘0 32‘5 35‘0 37"5 460 42‘5 45‘0 475
Fig.10 — Static characterigtics @, (P), &, (P),
19CO(P): for u, =5V, u. =3V, ¥, =24°C

The figures demonstrate the very good linearity
of the model.

5.5 Delays estimation

Delays were estimated graphicaly from dynamic
data (step responses) for appropriate system input
changes; see Fig. 4 (B). The delay of the control
action of the heat exchanger (cooler), 7., was
obtained from the cooling curve (not displayed
here). Results are dependent on the particular mass
flow rate; asit can be seen from Table 7.

Table 7 - Measured delays as functions of uj,

u. [v] [ 2 3 4 5 6
7, [s] 3 3 3 3 3
z.o08 | 125 | 125 | 120 [110 | 105
[d | 24 | 28 | 22 [ 22 | 20
told | 4 | 13| 12 [ 12 | 11
I8 | 10 | 10 9 9 8
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Since the model does not reflect the influence of
U, upon the delays, arithmetical mean was taken in

thefinal (i.e. for u, =4V ). Delay in the heater, 7,, ,

is short enough so that it can be omitted in the
model, if one wantsto.

Ty =35, 7 =110s,7, =22s, 7 =125, 7, =9s
(18)

5.6 Masses estimation
Overall masses of water in the heater, the cooler and
in the long pipeline were estimated graphically and
numerically from dynamic characteristics, so that
measured and calculated model give a good
agreement. They influence mainly “slopes’ of the
steepest ascents in the particular step responses. For
example, My influences the initial slope of the step
response of P(t) to #,(t) mainly. An initia
estimation had been made by graphical comparison
of (model) simulated and measured responses

Fina results obtained by the evaluation of the
least mean squares criterion are the following

M,, =0.08kg, M, = 0.22 kg, M. =0.27 kg (19)

The final comparison of measured step responses
and the calculated onesis depicted in Fig.11.

20

Change of output temperatures [*C]

L L L L L
00 1000 1200 1400 1600

Tirne [=]

1] 260 460 660 1600
Fig.11 — Comparison of measured (dotted) and
calculated (solid) step responses for the settings

U, =5V, u. =3V,AP =300W, on/off fanison

6 Conclusions

The presented contribution studied a laboratory
thermal heating model. The aim of the paper was to
find a mathematical model of the appliance. In order
to avoid needlessly complicated description, we
utilized anisochronic  modelling  philosophy
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comprising delays as an important factor in the plant
dynamics; hence the model exhibits both the input-
output and internal delays. Unknown parameters
were further estimated experimentally and
numerically in two steps: First, static characteristics
gave rise to the static parameters such as heat
transmitting  coefficients,  second, dynamic
parameters such as delays or masses were estimated
from step responses. The final graphical comparison
of the step responses records a very good agreement
of measured and calculated data.

The final results will be used for the verification
of control agebraic agorithms developed by
authors, in the future research.
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