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Abstract: The paper deals with the problem of computing trajectories for a network of mobile sensors in order

to maximize coverage within a fixed time interval avoiding collisions and maintaining communication network

connectivity. A formulation of the field coverage problem is given in terms of optimal control and it is shown how

the problem of a redundant coverage, useful for simultaneous multiple measurements and then noise reduction,
can be handled within the same formulation. The redundancy is formally faced in terms of K-coverage, such that

covering each point of the workspace with at least K different sensors. Global centralized solutions are computed

after discretization and simulation results are reported to show the effects of the proposed approach.
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1 Introduction

Coverage represents a key measure of the quality
of service provided by a sensor network. Conside-

ring static sensors, the coverage problem has usually
been addressed in terms of optimal usage of a given

set of sensors, randomly deployed, in order to as-
sure full coverage and minimize energy consumption

[2, 28, 25, 19, 20], or in terms of optimal sensors de-
ployment on a given area as in [22, 23, 5, 18, 29].

The introduction of mobile sensors allow to con-
figure networks in which sensors, starting from an ini-

tial random deployment, compute and move trough
optimal locations ([21, 16, 8, 6, 24, 26]).

Once the sensors can move autonomously in the
environment, the measurements can be performed

also during the motion (dynamic coverage). Under
the assumption, reasonable in many applications, that

synchronous or asynchronous discrete time measures
are acceptable instead of continuous ones, the number

of sensors can be strongly reduced. Moreover, faults
or critical situations can be faced and solved more effi-

ciently, simply changing the paths of the working sen-
sors dynamically. Clearly, coordinated motion of such

dynamic sensors network, imposes additional require-
ments, such as avoiding collisions or preserving com-

munication links between sensors. In order to better
motivate why and when a mobile sensor network can

be a more successful choice than a static one, some

considerations are reported, even in an approximated
way.

If a dynamic network is considered, the area co-

vered by sensors is a function of time and, clearly, it
does not decrease as time passes. A simplified discrete

time model of the evolution of the area still uncovered,
at (discrete) time t = k +1, by a dynamic sensors net-

work moving with the strategy proposed in this paper,
can be given by the following differences equation

Au(k +1) =

(

1−
ȦN

Atot

)

Au(k) (1)

where

ȦN =
vmax

2ρS

Atot

(

1−

(

1−
πρ2

S

Atot

)N
)

represents the area covered in the time unit by a num-
ber N of mobile sensors subject to the maximum mo-

tion velocity vmax. Measurements are then modeled as
obtained deploying randomly N static sensors on the

workspace every
2ρS

vmax
seconds.

Denoting by

Au(0) = Atot

(

1−
πρ2

S

Atot

)N
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Figure 1: Comparison between coverage evolution

obtained by the model (1) (dashed) and simulations

of the proposed coverage strategy (solid) for different

numbers of moving sensors

the area still uncovered at initial time, at each discrete
time t = k > 0 the fraction of area covered is given by

A%(k) = 1−
Au(k)

Atot

= 1−

[

Au(0)

Atot

(

1−
ȦN

Atot

)k
]

(2)

The evolution computed using (2) with N = 5,
N = 10 and N = 15 has been compared with the re-
sults of simulations where the approach described in

the paper is applied. In Fig. 1 this comparison is re-
ported, showing that (2) is a good model for descri-

bing the relationship between the area covered and the
time using a dynamic solution with N sensors.

Then, referring to surveillance tasks, (2) can be
used to evaluate the minimum number of sensors

(with given ρS and vmax) required to cover a given
fraction Ã% of the area of interest according to a given

measurement rate. In fact, it is possible to write the
relation between the maximum rate at witch the net-

work can cover the Ã% fraction of Atot and the number
of moving sensors as

f =
log
(

1− ȦN

Atot

)

log
(

1− Ã%

)

−N log
(

1−
πρ2

S

Atot

) (3)

Such a relationship between N and f is depicted
in Fig. 1, showing, as intuitively expected, almost a

proportionality between number of sensors and fre-
quency of measurement at each point of the area Atot .

The motivation and the support of the dynamic
solution is evidenced by Fig. (1): lower is the refresh

frequency of the measurements at each point (that is
greater are the time intervals between measurements)

and lower is the number of sensors required, once sen-
sors motion is introduced.

Under the assumption of dynamic network, the
area coverage problem is posed in terms of looking

for optimal trajectories for the N moving sensors

in presence of some constraints like communication

connection preservation, motion limitations, energetic
considerations and so on. In [26, 3] the dynamic co-

verage problem for multiple sensors is studied , with
a variational approach, in the level set framework; ob-

stacles occlusions are considered and suboptimal so-
lutions are proposed also in three dimensional envi-

ronments ([4]). A survey of coverage path planning
algorithms for mobile robots moving on the plane is

presented in [7]. In [1] the dynamic coverage problem
for one mobile robot with finite range detectors is stu-
died and an approach based on space decomposition

and Voronoy graphs is proposed.

In [17], a distributed control law that guarantees
to meet the coverage goal with multiple mobile sen-

sors under the hypothesis of communication network
connection is developed. Collisions avoidance is con-
sidered.

Various problems associated with optimal path

planning for mobile observers such as mobile robots
equipped with cameras to obtain maximum visual co-

verage in the three-dimensional Euclidean space are
considered in [27]. Numerical algorithms for solving
the corresponding approximate problems are propo-

sed.

In [10] a general formulation of dynamic cove-
rage is given by the authors, a sensor network model

is proposed and a centralized optimal control formu-
lation is given.

A distributed approach to the dynamic coverage
has been proposed in [13, 12]. All constraints are con-

sidered including connectivity maintenance without
imposing a fixed topology to the communication net-

work.

In this paper dynamic k-coverage problem is con-

sidered. A point in the workspace is k-covered when
it is covered at least by k different sensors. K is a con-

figurable parameter, and larger value of K could be
used to increase robustness to sensors failure ([14]),

or to deal with noisy measurements ([11]).

Assuming, for example, that a give magnitude of

interest ξ is time invariant (or slowly varying) and that

sensors measurements ξ̃ are affected by independent
Gaussian noises ν = N (0,σ). The mean of K measu-

res allow to reduce the estimation variance of a factor
K. Solutions for the k-coverage problem in static sen-

sor networks has been proposed in [29] and in [15]. In
this paper the dynamic case is addressed. The formu-

lation here introduced allows to face the problem of
K-coverage, including dynamic, geometric and com-

munication constraints. In this manner it is possible to
increase the reliability of the sensors network. Assu-

ming that m sensors allow to reach the desired cove-
rage performances w.r.t. the magnitude of interest ξ , it

is possible to reach K-coverage augmenting the num-
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ber of sensors of a factor K and formulating opportu-

nely the coverage problem. The problem is modeled
as a particular case of a multiple magnitudes dynamic

coverage problem. Suboptimal solution are computed
by discretization. Sensors and actuators limits, geo-

metric constraints, collisions avoidance, and commu-
nication network connectivity maintenance are consi-

dered.

In section 2 a general formulation of the problem

is proposed. In section 3 some simplifying hypothe-
sis are introduced . In section 5 a discretization is

performed in order to reduce the computational com-
plexity of the k-coverage nonlinear programming pro-

blem. Simulation results are proposed in 6. Some final
considerations in 7 end the paper.

2 General Formulation

Let be W a compact subset of the real Euclidean space
called the workspace. Let Ξ = {ξ1,ξ2, . . .} be the set

of magnitudes of interest defined on W . A dynamic
sensor network Σ is composed by agents σ j , called

sensors or nodes, able to move, to perform measures
on W and to communicate each other.

Σ = {σ1,σ2, ...,σm}

More formally, each sensor σ j can be represented by

• a configuration space C ( j), that is the space of
possible positions (q( j)) that the sensor may at-

tain;

• a dynamic model that describe the evolution of
sensor configuration in time, according to a con-

trol input u( j) and that can be express by

f ( j)(q̈( j)
, q̇( j)

,q( j)
,u( j)) = 0

• a set Ξ( j) ⊆ Ξ, that is the subset of magnitudes
that the sensor can measure;

• for every magnitude ξ ∈ Ξ( j), an active set

M
( j)
ξ

= M
( j)
ξ

(q( j)) ⊆ W , that is the subset of W

within the sensor in configuration q( j) can mea-
sure magnitude ξ .

Looking at the whole network it is pos-
sible to define generalized configuration
q = {q(1),q(2), . . . ,q(m)} and generalized input

u = {u(1),u(2), . . . ,u(m)}.

Generalized dynamic model can written as:

F(q̈, q̇,q,u) = 0

To describe communication between sensors a

communication function must be defined for every
couple of them:

κ ( j,h)
(

q( j)
,q(h)

)

: C
( j)×C

(h) −→ R

Sensor σ j can directly communicate with sensor σh if

and only if κ ( j,h)
(

(q( j)
,q(h))

)

> 0.
Sensors can then be regarded as nodes of the com-

munication network that con be represented by the
graph

GΣ(t) =< VΣ,EΣ(q) >

where
VΣ = {1,2, . . .,m}

indicate the vertexes set and

EΣ(q) = {( j,h)∈VΣ ×VΣ |κ
( j,h)(q( j)

,q(h)) > 0}

indicates the edges set. The edges set depends from
the network generalized configuration.

While sensors move, network configuration chan-

ges in time, so the communication graph, and in par-
ticular its edges set, is time varying.

2.1 Coverage and K-Coverage

Denote with q(Θ) the evolution of the generalized net-
work configuration during a given time interval Θ. It

is possible to define the subset of W on witch the ma-
gnitude ξ has been measured as

Mξ (q(Θ)) =
⋃

j |ξ∈Ξ( j)

M
( j)
ξ

(q( j)(Θ)) (4)

Looking at the whole magnitudes set, the subset

of W on witch all magnitudes ξ ∈ Ξ have been mea-
sured by the network can be defined as

MΞ(q(Θ)) =
⋂

ξ∈Ξ

Mξ (q(Θ)) (5)

The area covered by the sensor network with re-
spect to the whole magnitudes set during Θ is then the

measure of M(q(Θ))

AΞ(Θ) = µ(MΞ(q(Θ))) (6)

K-coverage is a particular case and can be addres-
sed modifying the magnitudes set (Ξ) and the sets of

the magnitudes that can be measured by each sensor
(Ξ( j)). For every magnitude ξ that must be k-covered

(measured by k different sensors), let us modify the
magnitudes set Ξ replacing ξ with k virtual magni-

tudes {ξ̂ (1), ξ̂ (2), . . . , ξ̂ (K)}. Every virtual magnitude

can be measured within the same radius ρξ .
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Consider a partition of the set of the sensors that

are able to measure ξ (Σξ = {σ j | ξ ∈ Ξ( j)) composed

by k sets {Σ
ξ
1 ,Σ

ξ
2 , . . . ,Σ

ξ
k
}. For every sensor σ j ∈ Σ

ξ
i

let us modify the set Ξ( j), that is the set of the magni-
tudes that it can measure, replacing ξ with the virtual

magnitude ξ̂ (i)

ξ̂ (i) ∈ Ξ( j) ⇐⇒ σ j ∈ Σ
ξ
i ∀i

After this manipulation, the objective function (6) can
be used to evaluate the k-coverage.

3 The Dynamic Sensor Network Mo-

del

In this section some hypothesis are introduced on the

elements of the general model presented in section 2.
The so obtained simplified model for a dynamic sen-

sor network allows to face in a more easy way the k-
coverage problem.

3.1 Sensors Dynamics

Sensors are modeled, from the dynamic point of view,
as material points moving on the Euclidean plane, so

C( j) = R
2 ∀ j

. For sake of simplicity, all sensors are assumed to
have unitary mass. This hypothesis could be easily re-

laxed. According to the classical simple formulation,
the dynamic model is given by

f ( j)(q̈( j)
, q̇( j)

,q( j)
,u( j)) = q̈( j)−u( j) = 0 (7)

The linearity of (7) allows one to write the dynamics
in the form

ẋ( j)(t) == A jx
( j)(t)+B ju

( j)(t)

q( j)(t) = C jx
( j)(t)

(8)

where

x( j) =
(

q̇
( j)
1 q

( j)
1 q̇

( j)
2 q

( j)
2

)

represent the j − th sensor state. The evolutions of
state and position (output) depend, as well known, on

the input and on the starting conditions, that is

x( j)(t) = φ j(x( j)(0),u( j)(t)) (9)

and

q( j)(t) = ψ j(x( j)(0),u( j)(t)) (10)

Once the whole network is considered,

x(t) =
(

x(1)(t) x(2)(t) · · · x(m)(t)
)T

can be defined to denote the generalized state, and the
vector

u(t) =
(

u(1)(t) u(2)(t) · · · u(m)(t)
)T

to denote the generalized input.
Generalized dynamics for the whole network can

be written as

ẋ(t) = Ax(t)+Bu(t)

q(t) = Cx(t)

According to (9) and (10), generalized state and out-

put are related to the generalized input by

x(t) = Φ(x(0),u(t))=











φ1(x(1)(0),u(1)(t))

φ2(x(2)(0),u(2)(t))
...

φm(x(m)(0),u(m)(t))











(11)

and

q(t) = Ψ(x(0),u(t))=











ψ1(x(1)(0),u(1)(t))

ψ2(x(2)(0),u(2)(t))
...

ψm(x(m)(0),u(m)(t))











(12)

.

3.2 Proximity Measure Model

In the present formulation, it is assumed that at any

time t sensor σ j can take measures on magnitude ξ ∈

Ξ( j) in a circular area of radius ρξ around its current

position x( j)(t).

The sensor field of measure respect to ξ is then a

disk of center x( j)(t) and radius ρξ

Mξ (q( j)) = {p ∈W : ‖x( j)−xp‖ ≤ ρξ ξ ∈ Ξ( j)}
(13)

To simplify the notation, the assumption that the
radius ρξ is the same for all sensors that are able to

measure ξ has been done. This assumption can be

relaxed considering different sensing radii ρ
( j)
ξ

.

As seen in section 2, starting from M
( j)
ξ

(q( j)) it is

possible to define the area k-covered with respect to a
single magnitude ξ or to the whole magnitude set Ξ
during a given time interval Θ.
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3.3 Proximity Communication Model

For the communication among sensors the well

known proximity model is assumed, that is two
sensors can communicate directly if they are near

enough. The communication function, for every cou-
ple of sensors, is given by

κ ( j,h)(q( j)
,q(h)) = ρC −‖q( j)−q(h)‖ (14)

The communication network can then be modeled as

an Euclidean graph. Two mobile sensors at time t are
assumed to communicate each other if the distance
between them is lower than a given communication

radius ρC. The structure of the communication func-
tion, and in particular the fact that the communication

radius is the same for all the network nodes, makes the
communication network graph GΣ undirected. In fact

κ ( j,h)(q( j)
,q(h)) = κ (h, j)(q(h)

,q( j)) ∀ j,h

This assumption is very useful to simplify the problem

of constraining nodes motion in order to maintain the
communication network connectivity.

4 K-Coverage Problem Formulation

According to the model introduced in section 3, it is
possible to formulate the k-coverage problem, that is

the problem of maximizing the area simultaneously
covered by K different sensors, as an optimal control

problem. The idea is to maximize the area k-covered
by sensors in a fixed time interval according to the

given constraints.

4.1 Objective functional

The objective functional in terms of (6) is a quantity

very hard to be computed, even for the simple measure
set model introduced in subsection 3.2. It would be

better to use an alternative performance measure.
Defining the distance between a point p of the

workspace and a generalized trajectory q(Θ), within
a time interval Θ, as

dξ (q(Θ), p) = min
t∈Θ, j∈{1,2,...m}

∣

∣

∣

∣

∣

∣
p−q( j)(t)

∣

∣

∣

∣

∣

∣
ξ ∈ Ξ( j)

(15)
and making use of the function

pos(χ) =

{

χ if χ > 0

0 if χ ≤ 0
(16)

that fixes to zero any non positive value, the function

d̂ξ (q(Θ), p,ρξ) = pos
(

dξ (q(Θ), p)−ρξ

)

≥ 0

can be defined. Then, a measure of how much the

generalized trajectory q(Θ) produces a good coverage
of the workspace with respect to magnitude ξ can be

given by

Jξ (q(Θ)) =

∫

p∈W
d̂ξ (q(Θ), p,ρξ) (17)

In order to evaluate how much a given generalized

trajectory x(Θ) covers (or k-covers) the set of interest
W with respect to the whole set of magnitudes Ξ, the
following function can be considered

JΞ(q(Θ)) = ∑
ξ∈Ξ

Jξ (q(Θ)) (18)

The minimization if JΞ(x(Θ) corresponds to the

k-coverage maximization of W .

4.2 Geometric Constraints

It is possible to constrain sensors to move inside a box

subset of R2

qmin ≤ q( j)(t)≤ qmax

If needed it is possible to set the staring and/or the

final state (positions and/or speeds)

x(0) = qstart

x(t f ) = qend

A particular case is the periodic trajectories con-
straint, useful in tasks in which measures have to be

repeated continuously

x( j)(0) = x( j)(t f )

It is also necessary to avoid collisions between

sensors. Then at any time t

‖q( j)(t)−q(h)(t)‖ ≥ ρB

for j 6= h

4.3 Dynamic Constrains

Physical limits on the actuators (for the motion)
and/or on the sensors (in terms of velocity in the mea-
sure acquisition) suggest the introduction of the addi-

tional constraints

|q̇(t)| ≤ vmax

|u(t)| ≤ umax
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4.4 Communication connectivity constraints

Communication aspects are very important, since the

mobile units constitute also the communication net-
work used for data exchange and transmission (mea-

surement data transfer, sensor localization, coordina-
tion and commands communications). In order to as-

sure communication between sensors, a full connecti-
vity of the sensors network is required. This can be

imposed introducing some motion constraints.

As said in subsection 3.3, the communication
graph GΣ is undirected. An undirected graph is con-

nected if it contains a spanning tree. Assuming GΣ to
be connected at time t = 0, it is possible to maintain

network connectivity just maintaining links that be-
long to a spanning tree. Weighting edges of GΣ with

the Euclidean distance between their vertex

w( j,h) = ‖q( j)−q(h)‖

it seems natural to choose the Minimum Spanning

Tree (figure 2), that in this case is said to be Eucli-

dean (EMST), that is the spanning tree with minimum
weight and then the less constraining one for nodes
motion. The EMST can be easily and efficiently com-

puted by standard well known algorithms (for exam-
ple Kruskal’s algorithm, Prim’s algorithm, etc. [9]).

Denoting the EMST with TΣ(t), in order to main-
tain communication network connectivity the follo-

wing constraints must be imposed to sensors relative
positions ∀t

‖q( j)(t)−q(h)(t)‖ ≤ ρC ∀( j,h) ∈ ETΣ(t) (19)

This approach can be used only in a centralized

control architecture, in which a central computer on
the basis of global informations, evaluates inputs for

all the network nodes.

Figure 2: Minimum Spanning Tree for a planar

weighted undirected graph

4.5 Optimal control problem formulation

On the basis of the previous considerations, the opti-

mal control formulation of the k-coverage problem is
expressed as

min
x(0),u(Θ)

JΞ(q(Θ))

qmin ≤ q(t)))≤ qmax ∀t ∈ Θ

(x(0) = xstart)

(x(t f ) = xend)

vmin ≤ q̇(t)≤ vmax ∀t ∈ Θ

umin ≤ |u(t)| ≤ umax ∀t ∈ Θ

‖q( j)(t)−q(h)(t)‖ ≤ ρC ∀( j,h) ∈ ETΣ(t)

5 Discretized Model

In order to overcome the difficulty of the problem defi-
ned in the previous subsection, a discretization is per-

formed, both with respect to space W and with respect
to time t in all the time dependent expressions. The

workspace W is then divided into square cells, with
resolution (size) lres, obtaining a grid in witch each
point crs is the center of a cell, and the trajectories are

discretized with sample time Ts. This allows to repre-
sent the k-coverage problem as a solvable Nonlinear

Programming Problem.

5.1 Sensors Discretized Dynamics

The discrete time sensors dynamic is well described
by the following equations

x( j)((k +1)Ts) = Ad jx
( j)(kTs)+Bd ju

( j)(kTs)

q( j)(kTs) = C jx
( j)(kTs)

(20)

where

Ad j = eA jTs Bd j =
∫ Ts

0 eA jτ B jdτ

Representing the j − th sensor input sequence
from time t = 0 to time t = NTs as

u
( j)
N =











u( j)(0)

u( j)(Ts)
...

u( j)((N −1)Ts)










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and defining the following vectors

v
( j)
N =

(

q( j)(0)

u
( j)
N

)

H
( j)
n =

























An
d j

An−1
d j Bd j

...

Bd j

0
...

0

























it is possible to write state and output values at time
nTs ≤ NTs as

x( j)(nTs) = H
( j)
n

T
v
( j)
N (21)

and

q( j)(nTs) = C jx
( j)(nTs) = C jH

( j)
n

T
v
( j)
N (22)

State and output sequences, from time t = 0 to

time t = NTs, can be represented by the following vec-
tors

x
( j)
N =











x( j)(0)

x( j)(Ts)
...

x( j)(NTs)











q
( j)
N =











q( j)(0)

q( j)(Ts)
...

q( j)(NTs)











According to (21) and (22) the relations between

these sequences and the input ones are described by

x
( j)
N = H( j)v

( j)
N =















H
( j)
0

T

H
( j)
1

T

...

H
( j)
N

T















v
(i)
N (23)

and

x
( j)
N = C( j)H( j)v

( j)
N (24)

where

C( j) =











C j 0 · · · 0

0 C j · · · 0
...

...
. . .

...

0 0 · · · C j











As performed in subsection 3.1, it is possible to

define generalized input, state and output sequences
of the whole system

vN =













v
(1)
N

v
(2)
N
...

v
(m)
N













x
(i)
N =













x
(1)
N

x
(2)
N
...

x
(m)
N













q
(i)
N =













q
(1)
N

q
(2)
N
...

q
(m)
N













related by means of the relationships

xN = HvN =











H(1) 0 · · · 0

0 H(2) · · · 0
...

...
. . .

...

0 0 · · · H(m)











vN (25)

and

qN = CHvN (26)

where

C =











C(1) 0 · · · 0

0 C(2) · · · 0
...

...
. . .

...

0 0 · · · C(m)











5.2 Objective Function

The objective functional defined in subsection 4.1 be-
comes, after the discretization, a function of the vector

vN

JΞ(vN) = ∑
ξ

∑
r

∑
s

d̂ξ (CHvN ,crs,ρξ ) (27)

5.3 Nonlinear Programming Problem

Defining geometric, dynamic and communication
constraints as in section 4, it is possible to write the

coverage problem for a dynamic sensors network as
the constrained optimization problem

min
vN

JΞ(vN) = ∑
ξ

∑
r

∑
s

d̂ξ (CNHNvN ,crs,ρξ )

qmin ≤ CH
( j)
n

T
v
( j)
N ≤ qmax ∀ j,

‖CH
( j)
n

T
v
( j)
N −CH

(h)
n

T
v
(h)
N ‖ ≥ ρB j 6= h,

(H
( j)
0

T
V

( j)
N = x

( j)
start ∀ j)

(H
( j)
N

T
V

( j)
N = x

( j)
end

∀ j)

|BT H
( j)
n

T
v
( j)
N | ≤ vmax|u

( j)(nTs)| ≤ umax

‖C jH
( j)
n

T
v
( j)
N −ChH

(h)
n

T
v
(h)
N ‖ ≤ ρC ∀( j,h) ∈ ETΣ
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Figure 3: Simulation 1 .(a) x (blue) and y(red) input com-

ponents trajectories. (b) Distances between nodes is main-

tained over the safe threshold.

Suboptimal solutions can be computed using nume-

rical methods. In the simulations performed, the
SQP (Sequential Quadratic Programming) method has
been applied.

6 Simulations

In this section simulations results are presented to
show the effectiveness of the proposed methodology.

At first, a sensor network composed by three dynamic
nodes is considered. The network is asked to cover (or

1-cover) a box set, on witch a single magnitude ξ is
defined, within a time interval of 15 seconds.

W = {(x,y)| −6 ≥ x ≤ 6, −6 ≥ y ≤ 6}

Sensors can get measures within a radius

ρ = 1.5

around their position. Sensors dynamic constraints are

|ẋ( j)(t)| ≤ 1 ∀ j

|u( j)(t)| ≤ 1.5 ∀ j

Safe distance for collisions avoidance has been fixed
to

ρB = 0.5

x
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8

0

1

Figure 4: Simulation 1. Coverage of box shaped work-

space by a three nodes dynamic sensor network. Sensors

trajectories and coverage status of the workspace (1 means

covered, 0 means uncovered)

The maximum distance for reliable communica-
tion is

ρC = 5.5

Sensors are constrained to maintain communication
network connectivity. In figure 3 input trajectories

computed with the proposed method are displayed to-
gether with the evolution of distances between sensors

that show the effectiveness of the collisions avoidance
constraints. Sensors trajectories and the coverage sta-
tus of the workspace are shown in figure 4

In the second simulation the same sensor network
(same parameters and constraints) of the first one is

asked to k-cover (k=3) the workspace W . Then, fol-
lowing what presented in subsection 4.1, three virtual

magnitudes {ξ̂ (1)
, ξ̂ (2)

, ξ̂ (3)} that can be measured wi-
thin radius ρ = 1.5 have been defined. Each virtual

magnitude is associated to one sensor

Ξ1 = {ξ̂ (1)} Ξ2 = {ξ̂ (2)} Ξ3 = {ξ̂ (3)}

The solution computed with the proposed method is

shown in figures 5,6.
In the last simulation a network of four nodes,

equal to the ones of the first two simulations, is con-
sidered. The workspace W is generic shaped and two

magnitudes are defined on it (Ξ = {ξ1,ξ2}, ρξ1
= 2,

ρξ2
= 1).

Network nodes sensing capabilities are:

Ξ(1) = Ξ(2) = {ξ1}

Ξ(3) = Ξ(4) = {ξ2}

Two virtual magnitudes are then considered, each
one associated to a single node.

Ξ1 = {ξ̂
(1)
1 } Ξ2 = {ξ̂

(2)
1 } Ξ3 = {ξ̂

(1)
2 } Ξ4 = {ξ̂

(2)
2 }
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Figure 5: Simulation 2 .(a) x (blue) and y(red) input com-

ponents trajectories. (b) Distances between nodes is main-

tained over the safe threshold.

Results are shown in figures 7,8,9.

7 Conclusions

In this paper the case of heterogeneous mobile sen-

sor networks has been considered. The mobility of
the sensors is introduced in order to allow a reduced
number of sensors to cover the workspace. A general

formulation of the field coverage problem has been in-
troduced in terms of optimal control techniques. Con-

straints introduced by kinematic and dynamic limits
on mobility of the moving elements as well as by com-

munications limits (network connectivity) have been
considered. The same formulation has been used to

model the problem of K-coverage useful, for exam-
ple, to increase measurements reliability. A global

approach has been followed making use of time and
space discretization. The effectiveness of the propo-

sed solution has been shown reporting some simula-
tion results.
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