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Abstract: The paper deals with the problem of computing optimal or suboptimal motion for a network of mobile
sensors. The use of moving sensors means that for each point of the field under measurement asynchronous
discrete time measures are given instead of continuous time ones, being possible to fix in advance the maximum
time interval between two consecutive measures for the same point. The constraints here considered are on the full
coverage of the field, with respect to the measurements, within the prefixed time interval and on the communication
connections, between any pair of moving sensors, at any time. A solution, based on a local distributed approach, is
proposed and compared with a centralized approach previously proposed, and here recalled, by the same authors.
Some simulations show the effectiveness of the both solutions, putting in evidence advantages, disadvantages and
differences.
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1 Introduction

Distributed sensors systems and networks are grow-
ing relevance in the scientific and engineering com-
munity as proved for example by [2, 16]. Several
kinds of sensor networks are concerned with monitor-
ing or surveillance of certain geographical areas, for
example to measure ground humidity and solar radi-
ation in farms or parks, temperature for fire preven-
tion (buildings as well as woods), to detect presence
and distribution of people in critical structures, and
so on. In general an event can be detected or a mea-
sure can be made, on a certain point, if there are sen-
sors close enough to operate, whereenoughis obvi-
ously strongly related to the sensors field of measure.
The problem of maximize the numbers of detectable
events or in general the field of measure of a sensor
network in known in literature ([9]) as thearea cov-
erageproblem. Using fixed positions for the sensors,
the coverage problem can be faced in terms of collo-
cation of sensors in the area under measurement. In
other terms, the problem usually has been posed an-
swering the question ””which are thebestplaces to put
the N sensors?”, wherebestis considered with respect
to area coverage according with energetic costs (for
the deployment as well as for the communications) or
number of sensors.

Such a problem has been well studied in a lot of
works, such as [14, 10, 23, 17, 12, 18]. These ap-

proaches consider, in general, the use of a large num-
ber of low cost sensor devices; this choice makes ex-
pensive the sensors allocation task and limitates the
possibility of reusing the same sensors system in an-
other place or situation. At the same time, it makes
also difficult to deal with faults of sensor nodes or
communication links.

To face these problems, the idea of using mobile
sensors has been approached.

In [20, 11, 5] the problem of self-deploying mo-
bile sensors, able to configure according to the en-
vironment, is addressed and some solutions are pro-
posed. There, motion is used only in the allocation
and reconfiguration tasks.

From robotics ([4]) it comes the suggestion of a
stronger use of movement capabilities with reduced
number of sensor units moving continuously. This
approach increases the flexibility and the reusabilty
of the sensor network, the number of sensor is ap-
preciably reduced and than it is easier and probably
less expensive to cover large areas. On the other hand,
this advantages are paid by the loose of a continuous
measurement. Coverage, in fact, must be considered
within a time interval by the requirement of a coordi-
nated motion, for example to avoid collisions between
sensors or to maintain the communication between
agents in the network. The question to be answered
in this case is ”which are thebesttrajectories for the
N moving sensors?”, wherebest is considered with
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respect to several costs, first of all the field coverage.
Dynamic, geometric and communication constraints
must be also considered.

In [21, 3] the problem has been studied in the level
set framework and some suboptimal solutions are pro-
posed. An approach based on space decomposition
and Voronoy graphs is proposed in [1]. A distributed
multisensor approach is presented in [13]. An optimal
control formulation for the problem of planning op-
timal trajectories for a single sensor in sense of area
coverage is proposed in[22]. With a similar approach
the authors proposed, in [8, 6, 7], a solution that takes
in account dynamic and communication constraints
on motion of sensors; the whole sensors network is
modeled as a single dynamic system for which subop-
timal covering trajectories are computed with a cen-
tralized algorithm.

In this paper a distributed approach to the cover-
age problem is proposed, and it is compared with the
one in [7]. Each sensor node calculates the control
inputs according to the coverage state of the environ-
ment, with the knowledge of the state of its neighbors,
using a virtual force based method [15, 24, 19]. Dis-
tributed computation produces worse coverage per-
formances with respect to the centralized one, but it
can be used for online applications and for large net-
works that are very hard to handle with centralized
approaches due the fast grow of the problem complex-
ity when the network dimension became larger and
larger. The paper is organized as follows. In Section
2 a general mathematical formulation of movement,
sensing and communications is given. In Section 3
the centralized approach to the problem is described
and simulations results are showed. The same is given
in Section 4 for the distributed approach. Some final
comments in 5 end the paper.

2 Mathematical Model

In the computation of the mathematical model the as-
sumption of homogeneous sensor devices is assumed,
that is all the sensors have the same characteristics.
This is done only for sake of simplicity in the no-
tations since, clearly, the proposed approach applies
also to non homogeneous sensors systems: an ad-
ditional index should be added to all variables and,
somewhere, sums over such an index may be required.

2.1 Motion Model

Under the simplifying hypothesis, each mobile sensor
is modeled, from the dynamic point of view, as a ma-
terial point of unitary mass, moving onRn (n = 2, 3),
called theworkspace, under the action of an input

force namedu(i)(t), for the i − th sensor. The mo-
tion equation is then

ẍ(i)(t) = u(i)(t) (1)

wherex(i)T represent the position of the sensor inW
at timet.

The linearity of 1 allows one to write the dynam-
ics in the form

ż(i)(t) = Az(i)(t) + Bu(i)(t)

x(i)(t) = Cz(i)(t)
(2)

where

z(i)(t) =
(

ẋ
(i)
1 (t) x

(i)
1 (t) . . . ẋ

(i)
n (t) x

(i)
n (t))

)T

represent the state vector.
Looking at the whole system it is possible to de-

fine

x(t) =
(

x(1)(t) x(2)(t) · · · x(N)(t)
)T

a generalized position,

z(t) =
(

z(1)(t) z(2)(t) · · · z(N)(t)
)T

a generalized state and

u(t) =
(

u(1)(t) u(2)(t) · · · u(N)(t)
)T

a generalized input.
It is very useful to define also a discrete time rep-

resentation of the dynamical system. It can be easily
obtained by discretization of (2):

z(i)((k + 1)Ts) = Adz
(i)(kTs) + Bdu

(i)(kTs)

x(i)(kTs) = Cz(i)(kTs)
(3)

whereTs is the sample time,Ad = eATs andBd =
∫ Ts

0 eAτBdτ

2.2 Sensing Model

Each mobile sensor at timet is assumed to take mea-
sures within a circular set of radiusρS around its cur-
rent positionx(i)(t). Such a set under sensorvisibility
will be denoted as

M (i)(t) = σ(x(i)(t), ρ
(i)
S ) (4)

The introduction of directional sensors can be mod-
eled, within the present framework, by the simple
change of 4 into

M (i)(t) = σ(x(i)(t), ρ
(i)
S , θ

(i)
0 ,∆θ(i))
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whereθ
(i)
0 denotes the main direction and∆θ(i) the

amplitude of the directional cone. Taking into account
the whole system it is possible to define thegeneral-
ized visibility setas:

M(t) =
⋃

i

M (i)(t) (5)

2.3 Communication Model

From the communications point of view, it is assumed
that each mobile sensor can require to communicate
with any other one. For this purpose, the sensors net-
work can be seen as a communication network where
a path starting from the sender node and ending to the
addressee represents the communication channel. In
this paper such a communication network is modeled
as an Euclidean graph, that is a graph in which ver-
texes are points of an Euclidean space (R

n).
Let’s denote this graph withG =< VG , EG >,

whereVG represents the vertexes set andEG the edges
one. Each vertex represents the position of a sensor
node. For every pair of nodes(x(i), x(j)) there is an
edgeei,j between them (and than they can communi-
cate directly) if and only if‖ x(i) − x(j)‖ ≤ ρC . In
the case of homogeneous sensors, that is the one con-
sidered in this paper, communication is always bidi-
rectional and thanG is undirected.

2.4 Coverage Problem

Given a time intervalΘ = [0, tf ] and a generalized
trajectoryx(t) for the sensor set, is possible to define
the subset ofΩ covered by the sensors fields of mea-
sure during the movement as the union of the measure
fields at every configurationx(t) with t ∈ Θ:

MΘ =
⋃

t∈Θ

M(t) (6)

The area covered by the sensors in the time intervalΘ
is than the measureAΘ = µ(MΘ).

The coverage problem consists in maximizing
AΘ according to the constraints.

2.4.1 Geometric Constraints

The workspaceΩ is supposed to be a box subset of
R

n. Then the trajectory must satisfy the constraints

xmin ≤ x(i)(t) ≤ xmax

If needed, it is possible to constrain the starting and/or
the final state (positions and/or speeds):

z(0) = zstart

z(tf ) = zend

A particular case is the periodic trajectories constraint,
useful in tasks in which measures have to be continu-
ously repeated necessarily in periodic way:

z(0) = z(tf )

It is also necessary to avoid collisions between sen-
sors. Then, for any timet

‖x(i)(t) − x(j)(t)‖ ≥ ρB

for i 6= j

2.4.2 Dynamic Constraints

Physical limits on the actuators (for the motion)
and/or on the sensors (in terms of velocity in the mea-
sure acquisition) suggest the introduction of the fol-
lowing additional constraints

vmin ≤ ẋ(t) ≤ vmax

umin ≤ u(t) ≤ umax

that introduce a maximum velocity considered accept-
able both for motors speed of the mobile platforms
and to guarantee enough time for a sensor detection
of any field point to perform the measurements cor-
rectly.

2.4.3 Communication Constraints

In order to assure communication between sensors,
a full connection of the sensors network is required.
This can be obtained choosing a network topology
that sensors must maintain. The desired network
topology is represented by anadjacency matrixA ∈
R

N×N . As well known, A(i, j) = 1 if a direct
link between nodei and nodej does exist, while
A(i, j) = 0otherwise. In order to maintaining topol-
ogy, the following constraints on the distance between
sensors must be introduced

A(i, j) = 1 ⇒ ‖x(i)(t) − x(j)(t)‖ ≤ ρC ∀t ∈ Θ

3 Centralized Approach

The first solution to the coverage problem proposed in
this paper is to plan off-line trajectories for the whole
system. To do that, the coverage problem is modeled
as an optimal control problem.

3.1 Coverage Evaluation

The computation of the areaAΘ covered by the sen-
sors measures duringΘ can be a very hard task. To
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evaluate the coverage performances of a generalized
trajectoryx(t) a different functional is than defined.
It is based on the distanced(x(t), p) between a point
of the workspace and the generalized sensors trajec-
tory that is defined as:

d(x(t), p) = min
t∈Θ,j∈{1,2,...N}

∣

∣

∣

∣

∣

∣p − x(j)(t)
∣

∣

∣

∣

∣

∣ (7)

Making use of the function

pos(ξ) =







ξ if ξ > 0

0 if ξ ≤ 0
(8)

that fixes to zero any nonpositive value, the function

d̂(x(t), p, ρS) = pos (d(y(t), p) − ρS) ≥ 0

can be defined.
A measure of how the generalized trajectoryx(t)

produces a good coverage of the workspace can then
be given by

J(x(t)) =

∫

p∈W

d̂(x(t), p, ρS) (9)

Smaller is J(x(t), better is the coverage. If
J(x(t)) = 0 than x(t) covers completely the
workspace.

3.2 Optimal Control Formulation

Making use of the element introduced in previous sub-
sections, the Optimal Control Problem can be formu-
lated in order to find the best trajectoryx∗(t) that
maximizes the area covered by measurement of the
N moving sensors during the time intervalΘ, and sat-
isfies the constraints. Then a constrained optimal con-
trol problem is obtained, whose form is ([8])

min J(x(t))

f(x(0), x(tf )) ≤ 0

xmin ≤ x(i)(t) ≤ xmax

vmin ≤ ẋ(t) ≤ vmax

umin ≤ u(t) ≤ umax

‖x(i)(t) − x(j)(t)‖ ≥ ρB

A(i, j) = 1 ⇒ ‖x(i)(t) − x(j)(t)‖ ≤ ρC

(10)

The optimal solutionu∗(t) is given by the control
inputs that produce the optimal trajectoryx∗(t).

Unluckily this problem is, in general, very hard to
solve analytically. In next section a solvable discrete
approximation is then defined and solved.

3.3 Non Linear Programming Approxima-
tion

In order to overcome the difficulty of solving a prob-
lem as (10) due to the complexity of the cost function
J(·), a discretization is performed, both with respect
to spaceW , and with respect to time, in all the time
dependent expressions.

The workspace is divided into square cellsci,j

with resolution (size)lres, and the trajectories are dis-
cretized with sample timeTs according with (3).

Representing the generalized input sequence from
time t = 0 to timet = NTs as:

U
(i)
N =











u(i)(0)

u(i)(Ts)
...

u(i)((N − 1)Ts)











and defining the following vectors

V
(i)
N =

(

z(i)(0)

U
(i)
N

)

h(i)
n =

























An
d

An−1
d Bd

...
Bd

0
...
0

























it is possible to write state and output values at time
nTs ≤ NTs as:

z(i)(nTs) = h(i)
n

T
V

(i)
N (11)

and

x(i)(nTs) = Cz(i)(nTs) = Ch(i)
n

T
V

(i)
N (12)

State and output sequences, from timet = 0 to
time t = NTs, can be represented by the following
vectors

Z
(i)
N =











z(i)(0)

z(i)(Ts)
...

z(i)(NTs)











X
(i)
N =











x(i)(0)

x(i)(Ts)
...

x(i)(NTs)










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Defining the following matrices:

H
(i)
N =















h
(i)
0

T

h
(i)
1

T

...

h
(i)
N

T















C
(i)
N =











C 0 · · · 0
0 C · · · 0
...

...
. ..

...
0 0 · · · C











and according to 11 and 12, the relations between
these sequences and the input ones are described by:

Z
(i)
N = H

(i)
N V

(i)
N (13)

and

X
(i)
N = C

(i)
N H

(i)
N V

(i)
N (14)

Considering the whole system it is possible to de-
fine generalized input, state and output (positions) se-
quences

VN =













V
(1)
N

V
(2)
N
...

V
(m)
N













ZN =













Z
(1)
N

Z
(2)
N
...

Z
(m)
N













XN =













X
(1)
N

X
(2)
N
...

X
(m)
N













These sequences are related by:

ZN = HNVN (15)

and

XN = CNHNVN (16)

where

HN =













H
(1)
N 0 · · · 0

0 H
(2)
N · · · 0

...
...

. . .
...

0 0 · · · H
(m)
N













and

CN =













C
(1)
N 0 · · · 0

0 C
(2)
N · · · 0

...
...

. . .
...

0 0 · · · C
(m)
N













Using the notation above it is possible to approximate
the Coverage Problem (10) with a nonlinear program-
ming problem on variablesVN :

min
VN

J(VN ) =
∑

i

∑

j

d̂(CNHNVN , cij , ρS)

zmin ≤ h(i)
n

T
V

(i)
N ≤ zmax

f(VN ) ≤ 0

‖Ch(i)
n

T
V

(i)
N − Ch(j)

n

T
V

(j)
N ‖ ≥ dcol

A(i, j) = 1 ⇒ ‖Ch(i)
n

T
V

(i)
N − Ch(j)

n

T
V

(j)
N ‖ ≤ ρC

Suboptimal solutions can then be computed using
numerical methods. In the simulations performed, the
SQP (Sequential Quadratic Programming) method has
been applied. The obtained model can be customized
according to the specific task, as shown in the follow-
ing section.

3.4 Simulation Results

In this section simulations results are reported in or-
der to put in evidence the capabilities and the effec-
tiveness of the proposed solution, and to show how
different topology constraints influence the coverage
performances. The values of parameters used in all
the simulations are:

umax = 0.5N,

vmax = 1.5 m
sec

,

Ts = 0.5sec
tf = 15sec

Ring Network
In the ring topology (figure 1 forN = 4) each

node is directly connected with two other nodes; with
this structure the network maintain connection even
with the fault of one sensor node. The solutions for
a ring network of three moving nodes are shown in
figure 2.

The area covered with measures is the75% of the
total one. The same results are showed in figure 3
for a ring network with four moving nodes on a larger
workspace

The area covered with measures is the76% of the
total one.

Line Network
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Figure 1: Ring Topology with four nodes
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Figure 2: Suboptimal trajectory for a moving sensor
network with three nodes and ring topology (xmax =
ymax = 6m, xmin = ymin = −6m).
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Figure 3: Suboptimal trajectory for a moving sensor
network with four nodes and ring topology (xmax =
ymax = 7m, xmin = ymin = −7m).

The line topology(figure 4), is the less constrain-
ing topology, and the one who allows the best cover-
age performances. The problem of this network struc-
ture is that it is not directly fault tolerant, because
the fault of one of the internal nodes cause the loss
of network connection if no recover maneuver is per-
formed. Solutions for ring network of 3 moving nodes
are shown in 5

The area covered with measures is the83% of the

Figure 4: Line Topology with four nodes
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x
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Figure 5: Suboptimal trajectory for a moving sensor
network with tree nodes and line topology (xmax =
ymax = 6m, xmin = ymin = −6m).

total. The same results are showed in figure 6 for
a ring network with four moving nodes on a larger
workspace

−7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7
−7
−6
−5
−4
−3
−2
−1

0
1
2
3
4
5
6
7

x
1

x
2

Figure 6: Suboptimal trajectory for a moving sensor
network with four nodes and line topology (xmax =
ymax = 7m, xmin = ymin = −7m).

The area covered with measures is the82% of the
total one. The growth of coverage performance with
respect to the ring topology is evident.
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4 Distributed Approach

In this section a distributed approach to the area cover-
age with moving sensors is proposed. At each sample
timekTs the control input to thei−th sensor is calcu-
lated according to the sensor position, the positions of
the sensor neighbors and the map coverage state, that
can be obtained exchanging data with other sensors
over the communication network that is maintained
connected. Communication delays are not considered
in this paper.

u(i)(k) = u
(i)
C (k) + u

(i)
I (k) (17)

4.1 Coverage

The first addendum of (17) describes thevirtual force
that attracts the sensors to the unmeasured cells and
drives them to cover the workspace with measures.
The functional structure, inspired to the electric field,
for this virtual force is :

u
(i)
C (k) =

∑

n

∑

m

γm,n
d
(i)
m,n

‖d
(i)
m,n‖3

(18)

where
d(i)

m,n = cm,n − x(i)

γm,n =

{

0 if cm,n has been measured

1 otherwise

The intensity of the virtual force generated by a
generic cell on a sensor vary inversely with respect
to the cell measure reliability and to the distance be-
tween the sensor and the cell. In this manner sensors
are directed to the nearest unmeasured cells as it is
reasonable. When a generic cell has been measured it
stops to contribute to the virtual force and thenu

(i)
C (k)

remains limited.
Like all the potential based controls,uC has un-

desired equilibria. Letx(e) be one of this equilibria,

that isu
(i)
C

∣

∣

∣

x(i)=x(e)
= 0: it is possible to see that it is

not stable. The following simple case show well this
fact.

Let c1 andc2 be two unmeasured cells. The vir-
tual force generated by them has an equilibrium point
x(e) on the segmentc1c2. Defining the vectors

d1 = c1 − x d1 = c2 − x

d
(e)
1 = c1 − x(e) d

(e)
1 = c2 − x(e)

∆x = x − x(e)

it’s possible to see (figure 7) that if

Figure 7: Force generated by two unmeasured cells

• α1 ≤ π
4

• ‖ ∆x‖ ≤ ‖ d
(e)
1 ‖ (cos(α1) − sin(α1)) and then

β1 ≤ π
4

∆xT u
(i)
C

∣

∣

∣

x(i)=x
≥ 0 and then the sensor escapes

from qe. In fact

∆xT u
(i)
C

∣

∣

∣

x(i)=x
=

=
∆xT d1

‖ d1‖ 3
+

∆xTd2

‖ d2‖ 3
=

=
‖ ∆x‖ ‖ d1‖ cos β1

‖ d1‖ 3
+

‖ ∆x‖ ‖ d2‖ cos β2

‖ d2‖ 3
=

Applying the sines theorem

=
‖ ∆x‖ sin β1 cos β1

‖ d1‖ ‖ d
(e)
1 ‖ sin α1

+
‖ ∆x‖ sin β2 cos β2

‖ d2‖ ‖ d
(e)
2 ‖ sin α2

=

=
‖ ∆x‖ sin(2β1)

2‖ d1‖ ‖ d
(e)
1 ‖ sin(α1)

+
‖ ∆x‖ sin(2β2)

2‖ d2‖ ‖ d
(e)
2 ‖ sin(α2)

≥

≥
‖ ∆x‖ sin(2α1)

2‖ d1‖ ‖ d
(e)
1 ‖ sin(α1)

+
‖ ∆x‖ sin(2α2)

2‖ d2‖ ‖ d
(e)
2 ‖ sin(α2)

=

=
‖ ∆x‖ cos(α1)

‖ d1‖ ‖ d
(e)
1 ‖

+
‖ ∆x‖ cos(α2)

‖ d2‖ ‖ d
(e)
2 ‖

≥

Observing that‖ d1‖ ≤ ‖ d
(e)
1 ‖ and‖ d2‖ ≥ ‖ d

(e)
2 ‖

≥
‖ ∆x‖ ‖ d

(e)
1 ‖ cos(α1)

‖ d
(e)
1 ‖ 3

+
‖ ∆x‖ ‖ d

(e)
2 ‖ cos(α2)

‖ d
(e)
2 ‖ 3

=

=
∆xTd

(e)
1

‖ d
(e)
1 ‖ 3

+
∆xTd

(e)
2

‖ d
(e)
2 ‖ 3

= (∆x)T uC
i

∣

∣

x=x(e) = 0

In figure 8 theuC
i field is displayed for a more

complicated case.
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Figure 8: Force field generated by four unmeasured
cells (red circles). Five equilibria are starred in green,
is easy to see that they are not stable

4.1.1 Interaction

The second addendum of (17) describes theinterac-
tion virtual force. This force depends from the dis-
tances and relative velocities between the sensor and
its neighbors. Defining

di,j = x(j) − x(i) vi,j = ẋ(j) − ẋ(i)

ρi,j = ‖ di,j‖ ρ̇i,j =
dT

i,jv,j

ρi,j

the functional structure of the interaction force is
given by

uI
i (k) =
∑

j

(

e(ρi,j−ρB)−2 di,j

ρi,j
+ e(ρ̇i,j+v

(i,j)
B

)−2
vi,j

)

−

∑

y|A(i,y)=1

(

e(ρi,y−ρC)−2 di,y

ρi,y
− e(ρ̇i,j−v

(i,y)
C

)−2
vi,y

)

(19)

where

v
(i,j)
B =

√

2umax(ρi,j − ρB)

v
(i,j)
C =

√

2umax(ρC − ρi,j)

represents the limit velocities that, considering the ac-
tuators limits, allows the system to avoid collisions
(vB) or to maintain topology (vC). The virtual force
between two sensors with zero relative velocity is
shown in figure 9. If the distance between sensors
is far from critical values (ρB ,ρC) the virtual force is
zero and the sensor can freely explore the workspace

under the action ofuC
i (k). If the distance between

sensors became near toρB or ρC the interaction force
grows, becoming larger thanuC

i (k) and the sensor
moves to avoid collisions or the breaking of network
connections.

rB rC

0

Figure 9: Attractive interaction force between two
sensors

4.2 Simulation Results

Using distributed approach is possible to work online
on large groups of sensors. However, coverage perfor-
mances are worse than the ones of the centralized ap-
proach. In figure 10 solutions of the same scenario of
figure 3 are displayed. With the distributed approach
the area covered is the70% of total one versus the
76% obtained using the centralized approach. In fig-

−7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7
−7
−6
−5
−4
−3
−2
−1

0
1
2
3
4
5
6
7

x1

x
2

Figure 10: Solution of the same scenario of figure 3
obtained with the distributed approach

ure 11 the coverage of an area with 9 sensors main-
taining mesh topology is shown. In figure 12 the same
scenario is shown for a less constraining topology.
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Figure 11: Coverage of a square area (xmax =
ymax = 10m, xmin = ymin = −10m) wiht 9 moving
sensors maintaining mesh topology

5 Conclusions

In the present paper mobile sensors networks have
been addressed. Two mail problems have been here
faced. The first is the computation of optimal tra-
jectories for each mobile sensor in order to perform
measurements all over a large area of interest, with a
repetition of the measurement at each point within a
prefixed time. The second one is the preservation of
communication connections between any pair of mo-
bile units, problem equivalent to the maintenance of
graph connection.

The problem, formulated according to optimal
control approaches, has been solved by space and time
discretization, so yielding suboptimal solutions. In
addition to a centralized approach, where a single en-
tity elaborate all the informations and evaluate trajec-
tories, offline, for the whole network, a decentralized
solution has been proposed, where every sensor com-
pute by itself, online, the motion according with the
coverage state of the workspace and the states of its
neighbors.

Simulation results have been reported to show the
effectiveness of the solutions proposed and to allow
a comparison between global (centralized) and local
(distributed) approaches. As far as this second aspect,
it is evident that global solutions give better results but
with a strong computational effort and, not seen by
simulations but obvious due to the hypothesis, a large
amount of data transmissions. On the other hand, fast
computations and few data transmissions in decentral-
ized approach is payed with a contained reduction of
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Figure 12: Coverage of the same area of figure 11
with the same number of sensors maintaining a less
constraining topology

performances.
Then, present and future work will deeply study

the possibility of increasing the decentralized ap-
proach performances in terms of field coverage with-
out loosing the velocity and the simplicity of compu-
tations.
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