Improving Speech Intelligibility in Cochlear Implants using Acoustic Models
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Abstract: - Cochlear implant (CI) is a prosthetic device that partially replaces the functions of the human ear via electrical stimulation. Cochlear implants are system and/or patient specific that mandates a simulation model prior to implantation. In the present work to improve the perceptual quality of the speech generated by a CI model, system specific parameters are analyzed by developing uniform bandwidth filterbank-based acoustic CI models, an auditory model-based CI system with frequency bands spacing similar to the critical-bands of an auditory system and Mel-frequency cepstral coefficients (MFCC) based analysis-synthesis system for cochlear implants. Acoustic CI simulations are generated for all the vowels of English language and words (easy and hard) from the Lexical Neighbourhood Test (LNT) and sentences from TIMIT database using waveform and feature extraction strategies. A closed-set listening test is conducted and a comparative study is made among the various acoustic CI models developed. The perceptual quality/speech intelligibility of the speech is rated in 5 point grading. It is observed that the acoustic CI simulation for sentences generated by critical-band-based CI system showed a mean opinion score of 4.1 as opposed to 3.1 for uniform bandwidth filters-based CI system.
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1 Introduction

Cochlear implants (CI) are prosthetic devices that partially restore hearing via electrical stimulation of the inner ear in individuals with severe to profound hearing loss [1], [2]. Cochlear implant bypasses the normal hearing operation by directly stimulating the auditory nerve through the electrodes. The main function of this prosthetic device is an artificial replacement of damaged inner ear using an (i) external body worn speech processor and an (ii) internal receiver-stimulator [3].

A microphone picks up the speech signal; the external speech processor processes the speech signal using various speech processing strategies, and generates an encoded speech data to be received by the internal receiver stimulator through RF (radio frequency) link. The receiver decodes the signal and transmits the specified stimulation waveform to the intra-cochlear electrodes [1], [2]. The receiver stimulator is used for stimulating the auditory nerve via electrode array that enables understanding of the human speech by brain.

Cochlear implants are developed to improve the listening capability of people whose hair cells in the cochlea are non-functional [4]. According to [5] the speech intelligibility or the perceptual quality of the speech generated by the cochlear implant devices has reached only 70% of that of the normal hearing capability that can be attributed to many of the factors, one of which is speech signal processing. Speech processing strategies have an important role in maximizing the user's communicative potential.

Design of cochlear implants started with single channel implants. These implants provided electrical stimulation at a single site in the cochlea using single electrode and tested with patients in the early 1970s that were capable of conveying time/envelope information, limited spectral information and had insufficient speech recognition [1], [6]. In order to improve the spectral information, multi-channel cochlear implants are developed in 1980s, which has multiple sites in the cochlea to provide electrical stimulation using an array of electrodes.
Multi-channel cochlear implants are the widely used systems. The major speech processing strategies that are used in the multichannel cochlear implants are waveform and feature extraction strategies based on whether the speech waveform or the feature is processed. The compressed analog (CA) approach and continuous interleaved sampling (CIS) approaches [7] are the variations of the waveform strategy based on simultaneous or non-simultaneous stimulation of the electrodes. The SpectralPEAK (SPEAK) and MultiPEAK (MPEAK) are some of the variations in the feature extraction strategy. The SPEAK strategy encodes the spectral maximum information (formants), where the incoming signal is passed through a set of 20 bank of filters with center frequencies ranging from 250 Hz to 10 kHz and only six to ten filter outputs with maximum amplitude (N-of-M) are selected [1], [2], [6], [8]. In MPEAK strategy high frequency information are also extracted apart from the first four formant frequencies [1].

Cochlear implants with various speech processing strategies as described above restores hearing to a greater extent. However, there are considerable variations in the CI patient outcomes [9]. This variability in the cochlear implants is patient specific and/or system specific. Therefore the patient/system specific parameters have to be optimized for individual patients. Cochlear implants are surgical procedures that mandate the estimation of the effect of these parameters on perceptual quality of the processed speech before patient evaluation. Towards this end, in the current work various acoustic CI simulation models are generated to study the effect of system specific parameters such as, number of channels, type of filters, bandwidth requirement of each of the filter in the filter bank, etc. The waveform and feature extraction strategies are implemented and to further improve the speech intelligibility experiments are performed with the bank of filters based on the structure of critical-bands of the cochlea and feature-based analysis-synthesis system.

This paper is organized as follows: Details of the speech corpora used for the current work is described in the following section. Section 3 describes the basic CI simulation model developed for the present work. Section 4 describes the uniform bandwidth filter-bank-based acoustic CI model and the perceptual test conducted for vowels, words, sentences, etc. In Section 4 for vowel estimation formant filter-based acoustic CI simulation models are also developed and compared with the performance of uniform-bandwidth filterbank based system. To improve the perceptual quality of the speech auditory-model based CI system is developed and evaluated as described in Section 5. In Section 6 a feature-extraction based speech processing strategy based on Mel-frequency cepstral coefficients (MFCC) is implemented and is validated using closed-set listening test.

2 Speech Corpora
To study the effect of variations in the system parameters on the speech intelligibility speech utterances such as vowels, words and sentences are collected from normal speakers. Vowels such as /a/, /i/, /e/, /o/ and /u/ are collected from 10 normal male and 10 female speakers. The easy and hard words (a total of 150 words) from list-1 of lexical neighborhood test (LNT) [10] are collected from a male and a female speaker. The speech data analyzed in this study are recorded using a head mounted microphone whose frequency response is 20 Hz to 20 kHz and sampled at a rate of 16 kHz. For the analysis on sentences the TIMIT speech corpus [11] is used. TIMIT database contains a total of 6300 sentences uttered by 630 male and female speakers from 8 major dialects of American English, each reading phonetically rich sentences.

3 The basic CI simulation model
The latest and most successful signal-processing strategies used in cochlear implants are based on vocoder principles [12]. Therefore the CI simulation models developed for the current work are based on the analysis-synthesis system of channel vocoder. The channel vocoder consists of a speech analyzer and a speech synthesizer. The analysis section consists of a microphone to pick up the speech signal and a speech processor to decompose the signal into its frequency components. Speech processor consists of a bank-of-filters (band-pass filters) in order to filter the incoming speech signal into a number of contiguous frequency channels. The envelope of the signal in each channel is estimated by full-wave rectification and low-pass filtering. In addition to envelope estimation, the vocoder analyzer makes a voiced/unvoiced decision and estimates the pitch frequency. The synthesizer modulates the received envelopes by the appropriate excitation as determined by the voiced/unvoiced decision [13], [14], [15].

The excitation signal for voiced speech segments consists of train of impulses separated with the pitch
period controlled by pitch frequency as determined in the analyzer section. For the unvoiced speech segments random noise acts as an excitation signal. The modulated signals are subsequently band-pass-filtered by the same filters as used in the analyzer and then added together to produce the synthesized speech waveform.

For the current work to analyze the system specific parameters such as type of filters, numbers of channels, band of frequency, etc. various cochlear implant simulation models are developed. Initially a uniform-bandwidth filters-based acoustic CI model is developed using FIR and IIR (Chebyshev, Butterworth and Bessel) filters and their filtering effects on the speech signal are analyzed. Based on the performance of these filters in the roll off region, stability of the filters, order of the filters, etc., it is observed that Chebyshev type-2 filter with order 5 with stop-band attenuation of 40 dB is found to be a suitable filter. For all our further analysis a bank of Chebyshev filter with the specification mentioned above is used.

4 Uniform-bandwidth filters-based acoustic CI simulation

As discussed in the previous section channel vocoder based analyzer is developed using a bank of Chebyshev type-2 uniform-bandwidth band-pass filters over a frequency range of 200 Hz to 7000 Hz with a non-overlapping uniform bandwidth of 400 Hz apart from a low-pass filter with a cut-off frequency of 200 Hz, making a total to 18 filters in the bank [16]. The specifications of the filters used are maintained for both the analysis and synthesis sections of the CI model. Using the CI model developed acoustic CI simulations are generated for the speech data collected as described in section 2.

4.1 Vowel estimation

In the analysis section, the speech signal corresponding to each of the vowel is passed through the bank of 18 uniform bandwidth filters. Envelope estimation of each of the filter output is performed by passing the filtered signal through full-wave rectifier followed by a low-pass filter with a cut-off frequency of 200 Hz. Fig 1(b) shows the output of the channel 5 of bandwidth 400 Hz with the lower and upper cut-off frequency of 1400 Hz and 1800 Hz respectively and the corresponding full-wave rectified output and the envelope of the filtered output are illustrated in Fig. 1(c) and 1(d) respectively.

As all vowels are voiced signals voiced/unvoiced classification need not be performed for vowel estimation. Pitch period of each of the vowels uttered by male and female speakers are estimated using the simplified inverse filter tracking (SIFT) [17]. This technique involves inverse filtering the linear-prediction based magnitude spectrum and extracting the corresponding time domain signal which is the residue containing the pitch information. Autocorrelation of the residual signal provides the estimation of the pitch period as shown in Figs. 2 and 3. It is observed that for female speakers the pitch period varies between 3 and 5 ms and for male speakers between 6 and 9 ms.

The analyzer outputs such as the envelopes estimated for each of the filter in the filter-bank, pitch period etc., are passed to the synthesizer section. As discussed in section 3 the envelopes are modulated using train of impulses separated by pitch period as estimated in the analyzer section as shown...
in Fig 4(a). Fig. 4(b) shows the filter output of channel 5 at the synthesis section.

One of the major issues in the implementation of CI models is the number of channels (filters) required for the filter bank. That is, the determination of the bands-of-frequencies those are

The modulated signals from each of the channels are subsequently filtered through the same bank-of-filters as used in the analyzer section and the resultant signals are summed up to obtain the synthetic speech as shown in Figs 4(c) and 5. Synthetic speech signals are generated for all the male and female speakers’ speech data (vowels) as described in Section 2.
banks varying uniformly from 1200 Hz to 400 Hz apart from the low-pass filter with a cut-off frequency of 200 Hz. Synthetic speech signals are generated for all the vowels uttered by all the male and female speakers.

4.2 Formant filter-based vowel estimation

Based on the spectral content of the given speech signal, in a uniform-bandwidth filterbank analysis described in the previous section, the estimated envelopes in the analyzer showed a wide variation in the magnitude. The relative magnitude of the estimated envelopes gives an insight in reducing the number of channels by choosing only channels with higher magnitude alone. That is, this observation leads to a fact that instead of having bank-of-filters over the entire range of frequencies of the speech signal filters can be designed only for spectral maxima, the formant frequencies. This is carried out by estimating the first four formant frequencies of all the vowels uttered by both male and female speakers.

Formant frequencies are estimated using linear prediction-based formant extraction technique [18]. First four formant frequencies are extracted in a frame-by-frame analysis of a given speech signal with a frame size of 25ms, thereby reducing the number of channels, in the analysis and synthesis sections of the channel vocoder, to four. The cut-off frequencies of these filters, for a given vowel, are determined from the statistics (mean, min. and max) derived from the formant frequencies extracted for all the speakers. Synthetic speech signals are generated with the procedure as described in section 4.1. Fig. 6 shows the corresponding input and synthetic speech signal for the vowel /a/.

4.3 Word and sentence estimation

As opposed to vowels, words and sentences uttered by speakers contain both voiced as well as unvoiced speech segments. This mandates voiced/unvoiced/silence (VUS) classification in the vocoder analyzer. For the current work the VUS discrimination is carried out by building a 3-mixture component Gaussian mixture model (GMM) [19].

4.3.1 Feature extraction

The features considered for voiced/unvoiced/silence classification are (a) normalized short-term energy, (b) short-term zero crossing-rate and (c) main-lobe width of short-term autocorrelation function. The amplitude of the unvoiced segments in speech is generally much lower than the amplitude of the voiced segments [14]. The short-term energy of the speech signal provides a convenient representation that reflects these amplitude variations. Mathematical representation of short-time energy, $E_n$, is given by,

$$E_n = \sum_{m=-\infty}^{\infty} |x(m)w(n-m)|^2 . . . . . . (1)$$

Owing to the excitation signals from which the voiced and unvoiced speech segments are generated, most of the energy of a voiced segment is concentrated in the low frequency region whereas for an unvoiced speech segment in the high frequency region leading to low and high zero crossing rates respectively [14]. Short-time zero crossing rate, $Z_n$, is mathematically represented by,

$$Z_n = \sum_{m=-\infty}^{\infty} \left| \text{sgn}[x(m)] - \text{sgn}[x(m-1)] \right| . w(n - m) . . . . . . (2)$$

Short-term zero crossing rate and short-time energy are calculated for all voiced and unvoiced speech segments from vowels and words. The third feature that discriminates voiced from unvoiced is the autocorrelation function which is given mathematically by,

$$R_n(k) = \sum_{m=-\infty}^{\infty} x(m) . w(n-m) . x(m+k) . w(n-k-m) . . . . . . (3)$$
The inherent quasi-periodic nature of the voiced speech signal causes a wide main lobe width of the autocorrelation function. For an unvoiced speech segment lack of periodicity causes a narrow width of the main lobe (refer to Fig. 7).

The three mixture components in the GMM correspond to silence, voiced and unvoiced speech. Since it is 3-class problem, from the mean vectors of the mixture components, one can trivially find the mapping between the 3-classes (voiced, unvoiced, and silence) and the mixture components. Here, the GMM is used to tokenize the sequence of feature vectors. Figs. 8 and 9 describe the distribution of zero crossing rates for a pair of classes (voiced & silence, and unvoiced & silence respectively).

For word estimation the steps involved are similar to that of the vowel estimation in the analyzer as described in section 4.1 except for the fact that voiced/unvoiced/silence classification has to be carried out for the given speech signal. In precise, the synthesis section receives the following data from the analyzer; (i) envelopes for each of the channels in the filter-bank, (ii) voiced/unvoiced/silence classification, and (iii) pitch frequency as estimated using inverse filtering technique for the voiced segments. As discussed in section 3 the envelopes corresponding to the voiced speech are modulated using train of impulses separated by pitch period. Whereas modulation of unvoiced speech segments is carried out by the excitation signal generated from a white noise generator. The modulated voiced and unvoiced speech segments are subsequently filtered by the same set of filters as that of the analyzer and summed up to obtain the synthetic speech signal. Using the above procedure word estimation is carried out for all the 150 words uttered by a male and female speaker each.

![Fig. 7 Autocorrelation function of voiced and unvoiced speech segment showing varying main-lobe widths](image1)

![Fig. 8 Distribution of zero-crossing rate for voiced and silence segments.](image2)

![Fig. 9 Distribution of zero-crossing rate for unvoiced and silence segments.](image3)

Figs. 10 and 11 show the outputs of analysis and synthesis section for the word 'sugar' from the LNT data uttered by a male speaker using uniform-bandwidth filters-based CI model. Fig. 10(b) shows the channel 5 output of unvoiced region in the word 'sugar'. Figs.10(c) and (d) show the full-wave rectified output and the corresponding envelope. Figs 11(a) and (b) illustrate unvoiced speech segment modulated with white noise and the corresponding filter output at the synthesis section. For comparison the input speech signal and synthetic speech signal for the word 'sugar' is shown in Fig 12.

Similarly sentence estimation is performed for 380 sentences spoken by 38 male and female speakers from dialect-1 of TIMIT training data. Fig. 13 shows an example for a sentence, uttered by a female speaker, estimated using uniform bandwidth.
filter bank-based CI model. For both word and sentence estimation channel variations on the speech signal are examined by varying the number of filters from 6-18 in steps of 3.

To validate the effectiveness of synthesis, spectral content of the input and the synthetic speech signal are compared using formant trajectories and to further verify closed-set listening test is conducted. Figs. 14 and 15 represent the input and synthetic speech signal for a sentence from TIMIT speech corpus respectively and their corresponding spectrograms with formant trajectories over riding on it. From the figures we observe that though the first two formants correlate to a greater extent to that of the input speech signal, further refinement, in terms of filter structure, is still required to modify the variations in the spectral content. To cross verify the effect of spectral variations a listening test is conducted as described in the following section.

4.4 Listening test

A closed-set listening test is conducted for all the synthesized vowels, generated using uniform-bandwidth filters-based CI model as well as for formant-filters based system. 17 normal hearing naive-listeners in the age group from 18 to 22 participated in the listening test. The perceptual quality of the synthetic speech is rated in 5-point grading varying from highly intelligible with a grade point of 5 to highly unintelligible with a rating of 1. It is observed that for the synthetic vowels generated using formant-filters outperformed the uniform-bandwidth based CI model in all aspects with a mean opinion score of 4.2 as opposed to 3.3 for the uniform-bandwidth CI model.

The perceptual quality of the synthetic words and sentences generated by uniform-bandwidth filterbank-based CI model is examined by conducting a listening test with the same set of listeners and the mean opinion score is found to be 3.3 for words and 3.1 for sentences. The reduction in quality of synthetic speech may be due to the variations in the formants with reference to the input signal as reflected in the spectral representations shown in Fig. 15. To further improve the perceptual quality of the speech signal an auditory-model-based CI system is developed as described in the following section.
Fig. 12. Input and synthetic speech signal estimated using uniform-bandwidth filter bank based CI-model for the word 'sugar' uttered by a male speaker.

Fig. 13. Input and synthetic speech signal for the sentence "she had your dark suit in greasy wash water all year" uttered by a female speaker from the TIMIT speech corpus, estimated using uniform bandwidth filter-bank based CI model.

Fig. 14. Input speech signal and the corresponding spectrogram with first four formant trajectories shown as lines overriding on it.

Fig. 15. Synthetic speech signal, estimated using uniform BW filters, and the corresponding spectrogram with first four formant trajectories overriding on it.
5 Auditory model-based acoustic CI simulations

In the auditory model based CI system bank of filters are designed based on the critical bands of the auditory system [20]. The bandwidth of the filters is computed based on equivalent rectangular bandwidth (ERB). If the center frequencies $f_c$ of the filter are known then using the ERB the bandwidth of the filters can be computed as follows,

$$ERB = 24.7 \left( (0.0047f_c) + 1 \right) \ldots \ldots (4)$$

Table 1 lists the center frequencies and the corresponding ERB values of the bank of filters. The bank of filters are designed with center frequencies as shown in Table 1 and lower and upper cutoff frequencies of the filters are calculated as $(center \ frequency \pm \ ERB)$ respectively.

5.1 Estimation of vowels, words and sentences

The analysis and synthesis sections of the auditory-model based CI systems are same as that of the uniform-bandwidth filters-based CI system as described in section 3 except for the center frequencies of the filters and the bandwidths considered. The speech data (vowels, words and sentences) collected from the speakers as described in section 2 are analyzed and synthesized using the CI model and the corresponding synthetic speech signals are generated. Figs. 16, 17, and 18 illustrate the input and synthetic speech signals for the vowel /a/, the word ‘sugar’ and a sentence from TIMIT speech corpus respectively.

5.2 Listening test

A closed-set listening test is conducted for all the synthesized vowels, generated using auditory-model based CI system. As described in section 4.4, the same set of 17 normal hearing naive-listeners participated in the listening test. The perceptual quality of the synthetic speech is rated in 5-point grading varying from highly intelligible with a grade point of 5 to highly unintelligible with a rating of 1. The mean opinion score is found to be 4.3 for words and 4.1 for sentences. As the critical-band based CI system is derived based on place theory [1] of the human auditory system the perceptual quality of the synthetic speech generated outperforms the speech intelligibility of the uniform bandwidth filters-based system as expected.

As described earlier to validate the results obtained from perceptual analysis, the spectral representations in terms of formant trajectories are plotted (refer to Figs. 19 and 20) for both input as well as for synthetic speech signal. From these Figs. it is observed that the higher formants ($3^{rd}$ and $4^{th}$ refer to Fig. 20) corresponding to the synthetic speech signal, apart from the lower formants, are also to a greater extent have trajectories closer to that of the input speech signal. This validates the improvement in perceptual quality of speech as observed in the intelligibility test.

![Fig. 16. Input and Synthetic speech signal for the vowel /a/ estimated by critical-band filters based CI system.](image)

In the current work apart from waveform-based CI simulation models (uniform-bandwidth filter-based system, auditory-model based system), feature-extraction strategy based CI system is developed as described in the following section.

<table>
<thead>
<tr>
<th>Center Frequency $f_c$ in Hz</th>
<th>ERB in Hz</th>
<th>Center Frequency $f_c$ in Hz</th>
<th>ERB in Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>35.49</td>
<td>1480</td>
<td>184.45</td>
</tr>
<tr>
<td>300</td>
<td>57.08</td>
<td>1720</td>
<td>210.35</td>
</tr>
<tr>
<td>400</td>
<td>67.88</td>
<td>2000</td>
<td>240.58</td>
</tr>
<tr>
<td>510</td>
<td>79.75</td>
<td>2310</td>
<td>275.12</td>
</tr>
<tr>
<td>630</td>
<td>92.7</td>
<td>3150</td>
<td>364.7</td>
</tr>
<tr>
<td>770</td>
<td>107.81</td>
<td>3700</td>
<td>424.07</td>
</tr>
<tr>
<td>920</td>
<td>124</td>
<td>4400</td>
<td>499.63</td>
</tr>
<tr>
<td>1080</td>
<td>141.27</td>
<td>5300</td>
<td>596.77</td>
</tr>
<tr>
<td>1270</td>
<td>161.78</td>
<td>6400</td>
<td>715.51</td>
</tr>
</tbody>
</table>
Fig. 17. Input and synthetic speech for the word ‘sugar’ estimated by critical-band filters-based CI model.

Fig. 18. Input and synthetic speech signal for the sentence "she had your dark suit in greasy wash water all year" from the TIMIT-speech corpus estimated using critical-band filters-based CI system.

Fig. 19. Input speech signal and its spectrogram with first four formant trajectories overriding on it.

Fig. 20. Synthetic speech signal, estimated using critical-band filters-based CI system, and the corresponding spectrogram with first four formant trajectories overriding on it.
6 Mel-frequency cepstral coefficients-based analysis-synthesis system

In the feature extraction strategy apart from synthesizing vowels using formant synthesis technique as described in section 4.2, in the current work Mel-frequency cepstral coefficients (MFCCs) based analysis-synthesis system is developed. MFCCs mimic the human auditory system more closely than the linear filter-bank techniques.

The Mel-frequency cepstrum is a linear cosine transform of the log-power spectrum of the speech signal on a non-linear Mel-scale of frequency. The Mel-frequency cepstral coefficients are coefficients that collectively make up the Mel-frequency spectrum. In the analysis section of the system, the speech signal is analyzed in frames of 25ms each. After passing the signal through a pre-emphasis filter, the short-term Fourier transform is applied and its absolute value is squared to get the power-spectrum. The power spectrum is then frequency-warped to Mel-scale using triangular weighting functions. The conversion of linear frequency \( f \) to Mel-scale \( m \) is carried out by applying the following equation.

\[
m = 2595 \times \log_{10} \left( 1 + \frac{f}{700} \right) \quad \text{(5)}
\]

For the current study 40 triangular filter functions are used, thus reducing the number of samples to 40 to represent each 25ms frame. This warping provides a better representation of the sound as the Mel-scale approximates the human auditory system. These spectral samples are then converted to cepstra by applying logarithm and discrete cosine transform of the warped samples followed by liftering to get 13 cepstral coefficients for each frame of data. The cosine transform also makes the coefficients linearly independent of one another. Fig. 21 illustrates steps involved in extracting Mel-frequency cepstral coefficients over a 25ms speech frame. The voiced, unvoiced and silence classification is performed based on GMM-tokenization procedure as described in Section 4.3.1. The MFCCs along with the voicing and pitch information is used to synthesize the speech signal.

In the synthesizer section, inverse liftering is performed to undo the liftering performed in the analysis section. The cepstral information is now reversed back to spectral information by applying the inverse discrete cosine transform. Exponential form of the resulting signal is computed. The power spectrum is then converted back to the normal frequency scale from the Mel-scale using the relation given by,

\[
f = 700 \left( 10^{\frac{m}{2595}} - 1 \right) \quad \text{(6)}
\]

Based on the voiced/unvoiced classification for each frame, a time domain signal of the length of the input speech is generated. This is achieved by modulating with the train of impulses separated by pitch period in case of voiced speech frames and random noise for unvoiced speech frames.

Using MFCC-based analysis-synthesis system speech data (vowels and LNT easy and hard words) collected from all the male and female speakers as described in Section 2 are analyzed and synthesized. 380 sentences uttered by 38 speakers (10 sentences each) from dialect-1 of TIMIT are synthesized using MFCC-based CI simulation system. Figs. 22 and 23 illustrate the input and synthetic speech signal for a word and sentence respectively. As described in the previous sections formant trajectories of input and synthetic speech signals are analyzed and is illustrated for a sentence from TIMIT speech corpus spoken by a female speaker in Figs. 24 and 25 respectively.

![Fig. 21 Analysis section of MFCC-based system for a voiced speech frame](image1)

![Fig. 21 Analysis section of MFCC-based system for a voiced speech frame](image2)

6.1 Listening test

As described in Section 5.2, 17 naive listeners participated in the closed-set listening test. The perceptual quality of the synthetic speech signal (words and sentences) generated by MFCC-based system are tested and compared with auditory-model based system. The mean opinion score for the synthetic words and sentences generated using MFCC-based system is 4.3 and 4.2 respectively. It is observed that as the filter structure of these methods
Fig. 22. Input and synthesized speech signal estimated using MFCC-based system for the word “sugar” uttered by a female speaker.

Fig. 23. Input and synthetic speech signal for the sentence "she had your dark suit in greasy wash water all year" from the TIMIT-speech corpus estimated by MFCC-based system.

Fig. 24. Input speech signal and its spectrogram with first four formant trajectories overriding on it.

Fig. 25. Synthetic speech signal estimated using MFCC-based system and its spectrogram with first four formant trajectories overriding on it.
mimic the human ear to certain extent, the quality of the synthetic speech generated for both auditory-model based system and MFCC-based systems are found to be comparable and are reflected in the spectral content as seen in the formant trajectories.

7 Conclusions
In the present work cochlear implant models that are vocoder-centric are designed and evaluated. In particular, system specific parameters such as number of channels, type of filter banks, etc., are evaluated based on the perceptual quality of the synthetic speech generated in each method. The CI – models are developed for waveform as well as feature extraction strategies. The perceptual quality/speech intelligibility of critical-band based system in the waveform strategy and the MFCC-based speech intelligibility of critical-band based system in the feature-extraction strategy showed a comparatively better performance than the uniform-filter bank method. However, for hardware implementation waveform-coding technique would be a better choice as the receiver circuitry that is implanted will be less-complex for a waveform-based CI model compared to feature-extraction technique.
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