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Abstract: In the paper is presented one new method for multi-view object representation based on image 
decomposition with modified Inverse Difference Pyramid. The method offers new approach for efficient 
description of the multi-view images using one of them as a reference one. The decomposition has a relatively 
low computational complexity because it is based on orthogonal transforms (Walsh-Hadamard, DCT, etc.). The 
relations which exist between transform coefficients from the consecutive decomposition layers permit 
significant reduction of the coefficients needed for the high-quality object representation. 
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1 Introduction 
Within the pattern-recognition and computer-vision 
the problem of defining representative multi-views 
for recognition and representation of 3D objects has 
recently received significant attention [1, 2, 3, 4].  
 Scientists and industry increasingly need multi-
view representations of objects in the built 
environment and the demand for such kind of 
information is ever increasing. Some of the typical 
application areas are:  

• 3D geographical information systems (GIS); 
• hazardous and accident site survey;  
• quality control for production lines; 
• facility or construction management;  
• object data mining, etc. 
Two different types of image features can be 

extracted: those that are directly related to the 3D 
shape of the part of the object being viewed and 
features, that result from the 3D to 2D down 
projection (the second one can be ambiguous 
because part of the 3D shape information is lost 
during the projection). The essence of the 
recognition problem is to relate the structures found 
in the image with the underlying object models. 
Other important issues involved in structural 
recognition are: 

 adequacy of the representation for the kind of 
objects encountered; 

 selection and extraction of visual primitives; 

 description of the spatial relations between 
primitives; 

 matching image structures to models;  
 inference of structural object descriptions from 

examples. 
The selection of suitable shape primitives is of 

central importance. For efficient recognition, they 
should be expressive in the sense that a combination 
of only a few of them, or even a single one, can 
facilitate object identification. On the other hand, 
the available shape primitives should be general 
enough to model a large range of object categories. 
They should be detectable from images reliably in a 
bottom-up fashion and should be non-incidental, in 
the sense that they are unlikely to occur from 
random configurations in space [5, 6]. 

The pyramidal image representation is one of the 
frequently used techniques. The object 
reconstruction at a given pyramid level is based on 
the feature-based matching approach. The first step 
required at each level is the extraction of salient 
features (points and/or lines) together with their 
topological relations, which is a process controlled 
by a model of what is expected to be found in the 
images. Having detected features in two or more 
images, the correspondence problem has to be 
solved. The general approach [7, 8, 9] seeks 
correspondences in object space, because this 
approach is more flexible with regard to handling 
occlusions and surface discontinuities. The task-
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dependent local model of the object surface is then 
provided, and false correspondences are detected 
from bad fits to that model in object space [10, 11].  

The Inverse Difference Pyramid (IDP) 
decomposition [12, 13] suits the peculiarities of this 
basic approach. The IDP-based object representation 
(and correspondingly - the salient features extraction) 
is performed in the spectrum domain.  The creation 
of consecutive approximating images with 
increasing quality suits very well the widely used 
algorithms for image data mining [11]. Together 
with this the IDP decomposition offers specific 
advantages when the creation of 3D object model is 
concerned.  

The paper is arranged as follows: in Section 2 are 
given the principles of the multi-view image 
representation with modified 2-layer Inverse 
Difference Pyramid (IDP) Decomposition; in 
Section 3 are presented some experimental results 
and Section 4 is the Conclusion.  
 
 
2 Multi-view object representation 
based on 2-layer IDP 
The IDP–based approach for multi-view 
representation is similar with the human way for 
object analysis and recognition [6] – starting with 
low similarity and continuing with better 
resemblance. By analogy, the object model creation 
starts with the coarse approximation, which 
corresponds to the lower pyramid layer, and 
continues with better approximation obtained in the 
next one(s). The object model is completed when 
the required quality for the best approximation is 
obtained.  

The multi-view image representation of a still 
object is obtained by processing the object views 
taken from various positions. The selection of the 
view points positions and their number depends on 
the application. The general approach is the view 
points to be placed in a sphere, surrounding the 
object (i.e. the object is in the center of the sphere). 
For some applications, the view points could be 
arranged in a line, or in a circle. An example multi-
view arrangement in a part of a sphere is shown in 
Fig. 1 and typical arrangement in a circle – in Fig. 2. 
The optimum number of view points 
(correspondingly – the angles between them) 
depends on the application as well. One of the views 
is always used as a reference one. 

For example, if the needed multi-view should 
represent objects on a theatre scene, the view points 
should be placed in a plane and their number should 
correspond to the seats in the simulated hall. In this 

case, the view points should be placed in a relatively 
small sector of a sphere. Else, if for example, the 
application is to represent objects in the way they 
are seen by an insect, the view points number and 
positions should be quite larger.  

 

View
Layer 1 α

View
Layer 2

View
Layer -2

View
Layer -1

Ref.
View Object

 
Fig. 1. Example layered multi-view arrangement in 
parallel circles, which build a part of a sphere 
around the object. 
 

View -1
Ref. View

View +1

Vi
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 - 
N
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 + N

α

Object  
Fig. 2. View points arranged on an arc 

 
The algorithm for the multi-view object 

representation based on 2-layer IDP is presented 
below.  

For the creation of the multi-view 
representation of an object in a scene is necessary to 
prepare the initial (2N+1) multi-view images. For 
this, (for the case when the view points are arranged 
in a plane) are used (2N+1) cameras, placed at 
regular distances of same angle, α : 

1N2 +
ϕ

=α ,     (1) 
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on a part of a circle, where in the center of the circle 
is placed the object. The angle ϕ defines the width 
of the viewing angle, which (for practical 
applications) is usually chosen to be in the range of 
200 and 300.  
 The object multi-views are processed 
individually. Each image is represented as a digital 
matrix, [B]. The IDP decomposition is “truncated”, 
i.e. the image is initially divided into sub-blocks 
(sub-images), which are after that processed 
sequentially, in accordance with the arrangement, 
shown in Fig. 3 below.  

 

    IDP LAYER  P = 0

- - - - - - - - - -Summarization
Structure- - - - - - - - - -

- - - - - - - - - - -sub-image

sub-image- - - - - - - - - - - - - - - -- - - -- - -

- - - - - - - - - - -

1k 0=
   sub-image

2k0=

3k0=
sub-image

3k0=
- - - - - - - - - -

1k 0=

Kk 0=

mm 22 ×
mm 22 × mm 22 ×

mm 22 ×

 
Fig. 3. Sub-blocks arrangement of the image matrix 
[B] in the decomposition layer p = 0 

 
Each image sub-block which is a part of the nth 

multi-view image of the object, is represented by the 
matrix [Bn] for N = 0, ± 1, ±2, . . , ±N of size 2m×2m. 
The matrix [B0] corresponds to the so-called 
“reference” image, placed at the middle of the 
sequence of consecutive views [Bn] for n = 0.  

In order to make the information redundancy in 
the sequence of matrices [Bn] for n=0, ±1, ±2, .. , ±N 
smaller, in this work is offered to use the following 
modification of the image IDP decomposition of 2 
layers:  

1. For the IDP layer p = 0 is calculated the 
transform ][S0

0  of the reference image [B0] by 
applying the direct orthogonal transform, as follows:  

     ]][T][B[T]S[ 000
0
0 = ,                                         (2) 

      where [T0] is the matrix of the selected 2D direct 
orthogonal transform of size 2m×2m.  

2. The matrix of the approximated transform of 
the reference image is calculated: 

      ]v)(u,sv)(u,[m]Ŝ[ 0
00

0
0 = ,                                  (3) 

      where m0(u,v) is the element of the matrix-mask 
[M0] used to set the retained spectrum coefficients: 







=
cases,other  allin              -         0

t,coefficien retained -v)(u,s if 1,)vu,(m
0
0

0    (4) 

3. The first approximation ]B̂[ 0 of the reference 
image is calculated performing the inverse 
orthogonal transform: 

 t
0

0
0

t
00 ]][TŜ[][T]B̂[ = ,                                    (5) 

 where [T0]t = [T0]-1 is the matrix of the inverse 
orthogonal transform of size 2m×2m. 

4. The difference matrix is calculated: 

]B̂[][B]E[ 000 −= .                                          (6) 

5. The so-obtained difference (error) matrix is 
divided into 4 sub-matrices: 

 







=

][E][E
][E][E][E 4

0
3
0

2
0

1
0

0 ,                                      (7) 

where ]E[ i
0  for i = 1, 2, 3, 4 are sub-matrices of size 

2m-1×2m-1. 
6. For the IDP layer p = 1 is calculated the 

transform ]S[ i
0  of the ith sub-matrix of the difference 

[E0], using direct orthogonal transform:  

]T][E][T[]S[ 1
i
01

i
0 =  for i=1,2,3,4,                   (8) 

where [T1] is the matrix of the direct orthogonal 
transform, of size 2m-1×2m-1 . The error matrix 
division into sub-matrices for the next 
decomposition layer is shown on Fig.4. 

 

LAYER P = 1 OF IDP
DIFFERENCE  IMAGE [E0]

- - - - - - - - - -- - - - - - - - - -

- - - - - - - - - - -

- - - - - - - - - - - - - - - -- - - -- - -

- - - - - - - - - - -

i=1

- - - - - - - - - - -

i=2

i=3 i=4

i=5 i=6

i=7 i=8

i=9 i=10

i=11 i=12

i=4Ki=4K-1

i=4K-2i=4K-3

 
Fig.4. Sub-blocks arrangement in the difference 

image [E0] in the decomposition layer p = 1. 
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7. The approximated ith transform is then calculated: 

      )]v,u(s)v,u(m[]Ŝ[ i
01

i
0 = ,                                (9) 

      where m1(u,v) is an element of the matrix-mask 
[M1] used to define the retained transform 
coefficients:      

     




=
cases,other  allin               -         0

t,coefficien retained -v)(u,s if ,1)v,u(m
i
0

1   (10) 

8. For the decomposition layer p=1 of the view 
[Bn] is calculated the difference: 

 ]B̂[]B[]E[ 0nn −= for n=0,±1,±2,..,±N.      (11)  

9. The difference matrix is divided into 4 sub-
matrices: 

 







=

]E[]E[
]E[]E[

]E[ 4
n

3
n

2
n

1
n

n .                                   (12) 

 where ]E[ i
n  for i=1,2,3,4 are sub-matrices of 

size 2m-1×2m-1. 
10. The ith transform ]S[ i

n  of the sub-matrix of 
the difference ]E[ i

n  is obtained using direct 
orthogonal transform:  

  ]T][E][T[]S[ 1
i
n1

i
n =  for i=1,2,3,4.              (13) 

  11. The approximated ith transform is calculated 
(in fact, this is the spectrum of the difference matrix 

]E[ i
n ): 

        )]v,u(s)v,u(m[]Ŝ[ i
01

i
0 = ,                            (14) 

        where m1(u,v) is an element of the matrix-mask, 
used to define the retained transform coefficients: 





=
cases,other  allin               -         0

t,coefficien retained -v)(u,s if ,1)v,u(m
i
0

1  (15) 

12. The difference matrices of the approximated 
transforms are calculated: 

]Ŝ[]Ŝ[]Ŝ[ i
n

i
0

i
n −=∆  for n = ±1, ±2,.., ±N.   (16) 

13. The values of the coefficients of the 
spectrum matrices ]Ŝ[ 0

0  and ]Ŝ[ i
0∆  for i=1,2,3,4 and 

n = 0, ±1, ±2, .... , ±N in the decomposition layers 
p=0,1 are losslessly coded. 

Eqs. (11) and (16) represent the basic difference 
between the basic IDP decomposition, and the 
modification, used for the multi-view processing. In 
the basic IDP decomposition each image has its own 
approximation for the consecutive decomposition 

layers. Besides, in the modified approach, presented 
here, all views use the same coarse approximation, 
and in the second approximation only, each view is 
processed individually. Another significant 
difference is that the basic IDP decomposition 
usually comprises 3 or 4 layers, starting with large 
image sub-blocks. The modification, used for the 
multi-view representation, is based on 2-layer 
decomposition, built for relatively small sub-blocks, 
usually of size 8 x 8 pixels for the lower layer and 4 
x 4 pixels – for the higher one. 

  The decoding is performed in reverse order and 
is represented by the operations given below:  

1. The coefficients of matrices ]Ŝ[ 0
0  and ]Ŝ[ i

0∆  
for i = 1, 2, 3, 4 and n = ±1, ±2, . . , ±N in the 
decomposition layers p = 0, 1 are decoded; 

2. The approximated transforms in the 
decomposition layer p = 1 are restored:   

]Ŝ[]Ŝ[]Ŝ[ i
n

i
0

i
n ∆+=  for n = ±1,±2,..,±N.      (17) 

3. For the reference image (n = 0) is calculated 
each ith approximated sub-matrix ]Ê[ i

0  of the 
difference matrix ]Ê[ 0 , applying inverse 2D 
orthogonal transform:  

t
1

i
0

t
1

i
0 ]T][Ŝ[]T[]Ê[ =  for  i = 1,2,3,4.           (18) 

4. For the decomposition layer p = 0, is 
calculated the matrix of the approximated reference 
image ]B̂[ 0 , applying the corresponding inverse 
orthogonal transform: 

t
0

0
0

t
00 ]][TŜ[][T]B̂[ = ,                                   (19)  

5. The matrix ]B̂[  of the restored reference 
image is calculated (n = 0): 

]Ê[]B̂[]B̂[ 00 += .                                          (20)   

6. The difference sub-matrices ]Ê[ i
n  for 

i=1,2,3,4 of the multi-view images in the 
decomposition layer p=1 are calculated, using the 
correspondent inverse orthogonal transform: 

t
1

i
n

t
1

i
n ]][TŜ[][T]Ê[ =  for  n = ±1, ±2,.., ±N.  (21)  

7. The matrices ]B̂[ n of the restored multi-views 
are calculated: 

]B̂[]Ê[]B̂[ 00n +=  for n = ±1, ±2,.., ±N,      (22)    

The matrices ]B̂[ n  of all image blocks of size 
2m×2m, which are involved in the multi-view images 
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for  n = 0, ±1, ±2,…., ±N are decoded in accordance 
with the method, described above. 

The difference between the basic IDP 
decomposition, and the modification, used for the 
multi-view processing in the decoding, is 
represented by Eqs. (17) and (22). Here, the 
restoration of the reference view image is performed 
in the way it is done in the basic IDP decomposition, 
i.e. the two approximations are used directly for the 
creation of the reference view image, and the 
remaining views in the same sequence are restored 
using the coarse approximation for the reference 
image and the fine approximation, belonging to the 
corresponding view. 

The block diagram of the coder for multi-view 
object representation based on 2-layer IDP 
decomposition is shown in Fig. 5.a, and the block 
diagram of the decoder - on Fig. 5.b. The two block 
diagrams correspond to the methods for coding and 
decoding of grayscale multi-view images with 
modified IDP decomposition, described above. The 
two block diagrams represent the processing of one 
sub-block of the processed image. The coding of 
color multi-view images is performed in similar way, 
but it requires the color components to be processed 
individually.  Depending on the color format (RGB, 
YUV, YCRCB, KLT, etc.), and the color sampling 
format (4:4:4, 4:2:0, 4:1:1, etc.) for each component 
is built individual pyramid. The approach based on 
the processing of the reference image and the 
remaining ones in the group, is retained.  

The processing of multi-view images obtained 
from cameras, arranged in a part of a sphere, is 
performed in similar way.  
 
 
3 Experimental results 
For higher efficiency the approach presented here is 
based on the use of a fixed set of transform 
coefficients (these of lowest spatial frequency). For 
the experiments was used a 2-layer decomposition. 
In the low decomposition layers a set of 4 
coefficients is usually enough. In the last (highest) 
layer is possible to use one coefficient only, which 
results in more efficient description efficiency. For 
the experiments was used IDP with the Walsh-
Hadamard orthogonal transform (WHT). The views 
were obtained by moving the photo camera in a line, 
with an angle of 4o between every two adjoining 
view positions. The total number of views in a line 
was 11. The reference image was chosen to be the 
one in the middle of the sequence. Two more view 
lines (11 views each) were arranged by moving the 
photo camera 40 up and down in correspondence to 

the first. The processed images were of size 
864×576 pixels, 24 bpp each. The reference image 
from one of the test groups is shown in Fig. 6. 
The same experiments were performed using DCT 
instead of the Walsh-Hadamard orthogonal 
transform. The results were similar: the restired 
images quality was a little higher (with about 0,2 
dB) but the compression (i.e. the representation 
efficiency) was lower (with about 0,5). Taking into 
account the lower computational complexity of the 
WHT transform, in this paper are given the results 
obtained for the WHT transform.  

 
Fig. 6. The reference view for Test sequence 1.  

The example objects are convex and this permits 
relatively small number of views to be used for their 
representation. The experimental results for the first 
line of test images are given in Table 1 below.  

Table 1. Results for the first line of consecutive 
views  

View  
No. 

CR  
Layer 2 

L2 file 
size [B] 

PSNR L2  
[dB] 

CR 
(group) 

Ref. 181,45 6 171 36,83 69,16 
1 89,16 12 560 35,55 87,44 
2 99,29 11 277 36,25 98,60 
3 110,25 10 157 36,54 107,44 
4 118,00 9 490 36,58 114,72 
5 133,89 8 363 36,53 121,98 
6 129,53 8 645 36,51 127,33 
7 117,51 9 529 36,45 130,38 
8 107,43 10 423 36,24 131,69 
9 100,53 11 138 36,37 131,93 

10 92,47 12 110 35,81 131,09 
Mean PSNR = 36,32 dB 

All experiments were performed transforming 
the original RGB images into YCRCB with sampling 
format 4:2:0. 

In Fig. 7 are shown the first (a) and the last (b) 
image in one of the test sequences. The angle 
between the first and the last view is 200.  
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Fig. 7.a. The first image in the Test sequence 2. 

 
Fig. 7.b. The last image in the Test sequence 2. 

Despite the apparent similarity between the 
images, corresponding to the two views placed at 
the ends of the processed sequence of image views, 
the difference between them is large (Fig. 8). 

 
Fig. 8. Difference between the first and the last 

image in Test sequence 2. 

Similar example is given in Figs. 9 and 10, which 
represent view images and the difference between 
the first and the last one for Test sequence 3.  

For the experiments, the basic sub-image in the 
low decomposition layer was 8 × 8 pixels and the 
number of the low-frequency transform coefficients 
was set to be 4 (the retained coefficients correspond 

to the low-frequency 2D Walsh-Hadamard 
functions). The size of the coarse approximation file 
(layer 1) for the reference view was 15418 B and the 
corresponding PSNR was 37,83 dB. The mean 
PSNR for the whole group of 11 views for 2-layer 
IDP was 36,32 dB. The compression ratio was 
calculated in accordance with Eq. 23: 

s10

0
2

bNL2L
br1N2CR
)(

)(
+
+

= ,       (23) 

where b0 и bs represent the number of bits for one 
pixel and one transform coefficient correspondingly; 
L0 and L1 – the number of the retained coefficients 
for the IDP layers p = 0 and p = 1.  

The so defined compression ratio does not 
represent the influence of the lossless coding of the 
coefficients’ values performed for IDP layers p = 0 
and p = 1. 

In the column “L2 file size” is given the size of 
the corresponding approximations for the higher 
decomposition layer in Bytes. The compression 
ratio (CR) was calculated for the whole group of 
images, i.e. the total data needed for the 
representation of all 11 views was compared with 
the uncompressed data for the same images. In the 
column named “CR Layer 2” is given the 
compression ratio obtained for the corresponding 
representations of the decomposition layer 2 only.  

Similar investigation was performed for another 
11 views of the same objects, placed in a line 
positioned at 40 higher than the first one. The angles 
between adjacent views were 40. In this case the 
reference view was chosen to be at the end of the 
sequence (next to View No. 10). The results are 
given in Table 2. 

 Table 2. Results obtained for the second line of 
consecutive views (40 up) for Test sequence 1. 

View  
No. 

CR  
Layer 2 

L2 file 
size [B] 

PSNR L2  
[dB] 

CR 
 (group) 

Ref. 90,62 16 746 35,65 129,98 
1 70,80 21 088 34,47 126,32 
2 75,00 19 906 35,56 123,99 
3 80,75 18 490 34,53 122,74 
4 82,23 18 157 34,52 121,83 
5 86,17 17 326 34,53 121,40 
6 90,26 16 541 34,61 121,34 
7 89,36 16 708 34,70 121,23 
8 88,04 16 959 34,81 121,03 
9 86,99 17 162 35,11 120,78 

10 85,16 17 532 35,26 120,43 
Mean PSNR = 34,89 dB 
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Fig. 9.a. The first image in the Test sequence 3 

 
Fig. 9.b. The last image in the Test sequence 3. 

 
Fig. 10. Difference between the first and the last 

image in Test sequence 3. 
The results obtained are close to those given in 

Table 1, but the CR and the PSNR are a little lower, 
because the reference view for the second line was 
set to be this at the end of the sequence and as a 
result, the correlation between the consecutive views 
is lower. 

Additional test was performed for a line of 
consecutive views positioned at 40 down in respect 
of the first one. The global results are as follows: the 
PSNR for the whole group (3 lines of views) is 
34,8dB and the compression ratio is CR = 120,1. 

This means that for the group of 33 color images 
(one reference image and 32 views arranged in 3 
adjoining lines) each of size 864 × 576 pixels, was 
achieved a compression ratio CR > 120. The quality 
of the views was visually lossless, because the 
errors in images which have a PSNR higher than 32 
dB are imperceptible (Fig. 11).  

The tests performed simulated a matrix of 33 
views arranged in a rectangle of size 11 × 3. Best 
results were obtained for the case, when the 
reference view was placed in the center of the 
viewing matrix.  
The main advantage of the new approach is that it 
ensures high compression and very good quality of 
the restored visual information. In spite of the global 
approach when multi-view data storage is concerned, 
each view could be restored individually and used. 
Compared with the famous JPEG standard for still 
image compression, the method offers much higher 
quality of the restored images. For example, the 
mean PSNR of an image after compression 100:1 is 
24,6 dB, but the visual quality of the restored image 
is very bad (Fig. 12). 
  

 
Fig. 11. Restored reference image after IDP 
compression 100:1. 

 

   
Fig. 11. Restored image after JPEG compression 
100:1. 
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The image from Fig. 7a, compressed with 
JPEG2000-based software gave for same 
compression a result image with PSNR = 34,4 dB (a 
little lower than that, obtained for the reference 
image with the new method), but the computational 
complexity of JPEG 2000 is much higher and the 
background of the image was visually woollier.   

For a group of images, comprising all multi-
views (the test sequences, used for the investigation), 
comparison was not done, because JPEG2000 does 
not offer similar option and the results should be 
just a sum from all views, i.e. there is no cumulative 
effect.  

Additional disadvantage is that JPEG 2000 
does not offer the ability for retained coefficients 
reduction, which is possible when the IDP 
decomposition is used, because of the specific 
relations between the coefficients’ values in 
neighboring decomposition layers. 
 
 
4 Conclusion 
In the paper is presented one new method for multi-
view object representation based on modified 2-
layer IDP image decomposition. The method 
ensures very efficient description of the multi-view 
images by using one of them as a reference one. The 
decomposition has a relatively low computational 
complexity because it is based on orthogonal 
transforms (DCT, Walsh-Hadamard, etc.). For 
example, the computational complexity of 
decompositions, based on wavelet transforms is 
much higher. The comparison of the computational 
complexity of the IDP decomposition and the 
wavelets-based transforms is given in earlier 
publications of the authors [12]. In the examples 
was used the WH transform, but DCT or some other 
transforms are suitable as well. The relations 
existing between transform coefficients from the 
consecutive decomposition layers permit significant 
reduction of the coefficients needed for the high-
quality object representation [14]. The number of 
the necessary views depends on the application. For 
example, the view area could be restricted to some 
angle or scale, etc.   

The experimental results proved the ability to 
create efficient multi-view object representation 
based on the IDP decomposition. The task is easier 
when the image of a single object has to be 
represented. In the examples, presented here, two 
convex objects were represented and they should be 
searched together. The significant compression of 
the data representing the multiple views ensures 
efficient data storage and together with this - fast 
access and search in large image databases. 

The IDP representation is suitable for tasks 
requiring the analysis of complicated scenes (several 
objects searched together or context-based search). 
This is possible, because the lowest layer of the 
pyramidal decomposition consist of sub-images, 
processed individually. In result, more than one 
object (described individually) could be searched 
together.  

Additional advantage is the similarity of the 
transform coefficients from any two adjacent 
decomposition layers, which is a basis for the 
creation of flexible algorithms for the 
transformation of the already created object 
representation into higher or lower scale without 
using additional views. 

The future development of the method will be 
aimed at its application for video sequences analysis 
and moving objects representation [3, 15]. 
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N∆]Ŝ[ i
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Fig. 5.a. Block diagram of the coder for multi-view object representation based on Modified  
2-layer IDP decomposition 
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]Ê[ 1
0 ]Ê[ 2
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]Ŝ[ 1
0 ]Ŝ[ 2
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