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Abstract:- In this paper, we propose digital image watermarking algorithm in the multiwavelet transform 

domain. The embedding technique is based on the quantization index modulation technique and this 
technique does not require the original image in the watermark extraction. We have developed an 
optimization technique using the genetic algorithms to search for optimal quantization steps to improve the 
quality of watermarked image and robustness of the watermark. In addition, we analyze the performance of 
the proposed algorithm in terms of peak signal to noise ratio and normalized correlation. The experimental 
results show that our proposed method can improve the quality of the watermarked image and give more 
robustness of the watermark as compared to previous works. 
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1 Introduction 
In recent years, digital multimedia technology and 
communication network have made great progress. 
Various kinds of multimedia content have been 
widely distributed through the Internet. 
Consequently, intellectual property protection is a 
pressing concern for content owners who are 
exhibiting digital representation of the 
photographs, music, video and original artworks 
through the Internet. 
 Digital watermarking is one of the most popular 
approaches considered as a tool for providing the 
copyright protection of digital contents. This 
technique is based on direct embedding of 
additional information data into the host signal for 
identifying the copyright ownership. There are 
many digital watermarking techniques reported in 
the literature. For digital images, the embedding 
process can be accomplished in either spatial 
domain or transform domain. However, 
watermarking techniques based on transform 
domain are more popular than those based on 
spatial domain since they provide higher image 
quality and much more robust watermark [1]. 
 According to the need of original data during 
watermark detection process, watermarking 
algorithms are classified into private algorithm and 
public or blind one. Private method needs the 
original signal during detection. In some cases, 
when the original data is not easy to obtain, or 
when we do not know which copy is the original 

one, it is necessary to used blind watermarking for 
resolving rightful ownership. 

In [2], Chen and Wornell proposed a class of 
embedding methods called quantization index 
modulation (QIM) that achieves probably good 
rate-distortion-robustness performance. Wu et al. 
[3] proposed a self-synchronization algorithm for 
audio watermarking using QIM method. They 
embed the synchronization codes with hidden 
informative data so that the hidden data has self-
synchronization ability. Synchronization codes and 
informative bits are embedded into low-frequency 
subband in wavelet domain. Their simulations 
suggest that the quantization step greatly depends 
on types and magnitudes of the original audio 
signals. It is not the best choice to use a fixed 
quantization step. Xiong et al. [4] proposed a 
multipurpose image watermarking method based 
on adaptive quantization of wavelet coefficients. 
The selection of quantization steps is related to the 
functions of sub-watermarks and adaptive to the 
texture feature of image. Wang and Lin [5] 
proposed a wavelet tree quantization for copyright 
protection watermarking. The wavelet coefficients 
are grouped into a predefined structure called 
supertree. Watermark bits are also embedded by 
quantizing supertree and the resulting difference 
between quantized and unquantized trees will later 
be used for watermark extraction. 

In recent years, some multiwavelet-based digital 
watermarking algorithms have been proposed. 
Ghouti et al. [6] introduced a robust watermarking 
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algorithm using balanced multiwavelet transform. 
The watermark embedding scheme is based on the 
principles of spread-spectrum communications to 
achieve higher watermark robustness. In [7, 8], 
Kumsawat et al. proposed a new digital image 
watermarking algorithm in the multiwavelet 
transform domain. The embedding technique is 
based on the parent-child structure of the transform 
coefficient called the triple tree. The watermark is a 
binary pseudo-random noise sequence and does not 
require the original image in the watermark 
extraction. 

Improvements in performance of image 
watermarking schemes can be obtained by 
exploiting the characteristics of the human visual 
system (HVS) in watermarking process. It is 
possible to embed perceptually invisible 
watermarks with high energy in an image, which 
makes watermark very robust [1, 2, 9]. Another 
way to improve the performance of watermarking 
schemes is to make use of artificial intelligence 
techniques. The image watermarking problem can 
be viewed as an optimization problem. Therefore, 
it can be solved by optimization algorithm such as 
genetic algorithms (GA), adaptive tabu search 
(ATS), support vector machine (SVM) or neural 
network (NN). There has been a few research in 
application of GA to image watermarking 
problems. In [10], Huang et al. proposed a 
watermarking method based on the discrete cosine 
transform (DCT) and genetic algorithm. They 
embed the watermark with visually recognizable 
patterns into the image by selectively modifying 
the middle-frequency parts of the image. The GA is 
applied to search for the locations to embed the 
watermark in the DCT coefficient block such that 
the quality of the watermarked image is optimized. 
In [11], Shieh et al. proposed a robust image 
watermarking in DCT domain. They make use of 
GA to find the optimal frequency bands for 
watermark embedding into the DCT-based 
watermarking system, which can simultaneously 
improve security, robustness, and image quality of 
the watermarked image. Kumsawat et al. [12] 
proposed the spread spectrum image watermarking 
algorithm using the discrete multiwavelet 
transform (DMT). The GA is applied to search for 
optimal watermarking parameters to improve the 
quality of the watermarked image and the 
robustness of the watermark. In [13], Shih and Wu 
proposed a novel technique in correcting the 
rounding errors for both robust and fragile 
watermarks. They employ genetic algorithm to find 

the suitable solution in translating the real numbers 
into integers during the discrete cosine 
transformation. Zhong et al. [14] presented a 
watermarking optimization technique in the 
wavelet transform domain. They make use of GA 
to search for parameters which consist of time of 
Arnold transform and the embedding strength to 
improve the visual quality of watermarked images 
and the robustness of the watermark. In [15], 
Sriyingyong and Attakitmongcol proposed a robust 
audio watermarking method based on the DWT 
and the adaptive tabu search. ATS is applied to 
search for optimal intensity of watermark such that 
the watermarked audio quality is optimized. Wang 
et al. [16] proposed an image watermarking 
scheme in spatial domain and applied classification 
techniques based on SVM to improve the 
performance of conventional methods. In [17], 
Zhang proposed a new blind watermarking 
scheme based on discrete wavelet transform and 
neural networks. Due to the learning and 
adaptive capabilities of the radial basis function 
in neural networks, the embedding and extracting 
strategies can greatly improve the robustness 
against various attacks. 

In this paper, we propose an image 
watermarking method based on the discrete 
multiwavelet transform for the application of 
copyright protection. In our algorithm, the 
watermark is embedded into the multiwavelet triple 
tree using QIM technique. The imperceptibility and 
robustness of an existing image watermarking 
technique is enhanced through GA optimization. 
The proposed watermarking technique is resistant 
against various image processing attacks as will be 
demonstrated in the examples. Finally, we have 
compared our experimental results with the results 
of previous work. 

This paper is organized as follows: in Section 2, 
the preliminaries of multiwavelet transform, 
multiwavelet tree and genetic algorithm are 
introduced. Watermarking in the DMT domain 
with genetic algorithm optimization is described in 
Section 3. In Section 4, the experimental results are 
shown. The conclusions of our study can be found 
in Section 5. 
 
2 Preliminaries 
2.1  Multiwavelet Transform 
Multiwavelet transform is a relatively new concept 
in the framework of wavelet transform and has 
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some important differences. In particular, whereas 
wavelet has a one scaling function and wavelet 
function, multiwavelet has two or more scaling and 
wavelet functions. The main motivation of using 
multiwavelet is that it is possible to construct 
multiwavelets that simultaneously possess 
desirable properties such as orthogonality, 
symmetry and compact support with a given 
approximation order [18]. These properties are not 
possible in any scalar wavelet. A brief overview of 
the multiwavelet transform is described next. 
 Let Φ  denote a compactly supported 
orthogonal scaling vector Tr ),...,,( 21 φφφ=Φ  
where r  is the number of scalar scaling functions. 
Then )(tΦ  is satisfy a two-scale dilation equation 
of the form 
 

∑ −Φ=Φ
n

ntnht )2()(2)(                          (1) 

 
for some finite sequence  h  of rr ×  matrices. 
Furthermore, the integer shifts of the components 
of Φ  form an orthonormal system, that is 
 

.)'(),( ',',
'

nnll
ll nn δδφφ >=−⋅−⋅<                 (2) 

 
 Let 0V  denote the closed span of 

},...,2,1,|)({ rlZnnl =∈−⋅φ  and define 

}|)
2

({ 0VffV jj ∈
⋅

= . Then ZjjV ∈)(  is a 

multiresolution analysis of )(2 RL . Note that we 
choose the decreasing convention .1 jj VV ⊂+  
 Let jW  denote the orthogonal complement of 

jV  in 1−jV  Then there exists an orthogonal 

multiwavelet Tr ),...,,( 21 ψψψ=Ψ  such that 
rlnl ,...,2,1|)({ =−⋅ψ  and }Zn∈  form an 

orthonormal basis of 0W . Since 10 −⊂VW , there 
exists a sequence g  of rr ×  matrices such that 

.)2()(2)( ∑ −Φ=Ψ
n

ntngt                         (3) 

 
Let 0Vf ∈ , then f  can be written as a linear 
combination of the basis in 0V : 
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 The coefficients 1c  and 1d  are related to 0c  via 
the following decomposition and reconstruction 
algorithm: 
 

∑ +=
n

nkcnhkc )2()()( 01                             (6) 

∑ +=
n

nkcngkd )2()()( 01               (7)           

∑ −=
n

T ncnkhkc )()2()( 10  

     ∑ −+
n

T ndnkg ).()2( 1               (8) 

 
Unlike scalar wavelet, even though the 
multiwavelet is designed to have approximation 
order p , the filter bank associated with the 
multiwavelet basis does not inherit this property. 
Thus, in applications, one must associate a given 
discrete signal into a sequence of length r−  vectors 
without losing some certain properties of the 
underlying multiwavelet. Such a process is referred 
to as prefiltering. The block diagram of a 
multiwavelet with prefilter )(zQ  and postfilter 

)(zP  is shown in Fig. 1. )(zH and )(zG  are the z  
transform of )(nh  and )(ng , respectively. Figure 
2(a) illustrates a single-level multiwavelet 
decomposition of the Lena image using the DGHM 
multiwavelet with optimal orthogonal prefilter 
[19], while the subband arrangement is illustrated 
in Fig. 2(b). The three detail subbands are denoted 
by LH  (vertical orientation), HL (horizontal 
orientation) and HH (diagonal orientation), 
whereas the approximation subband is denoted 
by LL . 

 

 
 

 
Fig. 1 Multiwavelet filter bank 
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2.2  Multiwavelet Tree 
Multiwavelet transform coefficients have the 
property that the related coefficients in different 
scales are located at the same orientation and 
location in the multiwavelet hierarchical 
decomposition. Figure 3(a) illustrates a four-level 
multiwavelet decomposition of the Lena image. 
 With the exception of the highest frequency 
subbands, every coefficient at a given scale can be 
related to a set of coefficients at the next finer scale 
of similar orientation. The coefficient at the coarse 
scale is called the parent, and all coefficients 
corresponding to the same spatial location at the 
next finer scale of similar orientation are called 
children. For the four-level multiwavelet 
hierarchical subband decomposition, the parent-
child dependencies are shown in Fig. 3(b). For a 
given parent, the set of all coefficients at all finer 
scales of similar orientation corresponding to the 
same location are called descendants. A 
multiwavelet tree descending from a single 
coefficient in the subband 4HL  is shown in Fig. 
3(b). 

 

  
(a) (b) 

 
Fig. 2 (a) One-level multiwavelet decomposition of 

Lena image having size of 512× 512 pixels 
and (b) the subband arrangement. 

 

 

1LL 1HL
4LL 4HL
4LH 4HH

3HH 2HL3LH

1HL

1HH

2LH 2HH

1LH

3HL

 
(a) (a) 

 
Fig.3  (a) Four-level multiwavelet decomposition 

of Lena image and (b) the parent-child 
dependencies of multiwavelet tree. 

  
 Without significant loss of generality, we shall 
focus on watermarking still images with 256 gray 
levels of size 512 × 512 pixels. To trade off 

between the invisibility and robustness of the 
watermark, the high-energy subband ( 4LL ) is not 
used. Furthermore, the coefficients in high-
frequency subbands ( 1LH , 1HL  and 1HH ) are not 
used since they often contain low energy 
coefficients.    
  

 

       
 

(a) (b) 
Fig.4 (a) A group of multiwavelet coefficients in 

each tree and (b) the example of triple tree 
                                                                                                                                              
 In other subbands, we group the coefficients 
corresponding to the same spatial location together. 
Figure 4(a) shows an example of a group with one 
coefficient from 4HL , 4 coefficients from 3HL , and 
16 coefficients from 2HL . The coefficients of the 
same group correspond to various frequency bands 
of the same spatial location and the same 
orientation. The total number of groups is equal to 
the sum of the number of coefficient in 4LH , 

4HL and 4HH , each of which has 32 × 32 
coefficients. There are a total of 3× 32× 32 = 3072 
groups. We denote each group of multiwavelet tree 
by mTg , where 3072,...,2,1=m . 
 
2.3  Genetic Algorithms 
Genetic algorithms (GA) [20] are one of the most 
widely used artificial intelligent techniques for 
optimization. A GA is a stochastic searching 
algorithm based on the mechanisms of natural 
selection and genetics. GA have been proven to be 
very efficient and stable in searching for global 
optimum solutions. Usually, a simple GA is mainly 
composed of three operations: selection, genetic 
operation and replacement. A brief summary for 
implementing GA can be summarized as follows: 

Defining the solution representation of the 
system is the first task of applying GA. GA use a 
population, which is composed of a group of 
chromosomes, to represent the solutions of the 
system. The solution in the problem domain can 
then be encoded into the chromosome in the GA 
domain and vice versa. Initially, a population is 
randomly generated. The fitness function then uses 
objective values from objective function to 
evaluate the fitness of each chromosome. The fitter 
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chromosome has the greater chance to survive 
during the evolution process. The objective 
function is problem-specific; its objective value can 
represent the system performance index (e.g. an 
error). Next, a particular group of chromosomes is 
chosen from the population to be parents. The 
offspring is then generated from these parents by 
using genetic operations, which normally are 
crossover and mutation. Similar to their parents, 
the fitness of the offspring is evaluated and used in 
replacement processes in order to replace the 
chromosomes in the current population by the 
selected offspring. The GA cycle is then repeated 
until a desired termination criterion is satisfied, for 
example, the maximum number of generations is 
reached or the objective value is below the 
threshold. There are various techniques in 
designing GA that we have to take into account. 
These include encoding schemes, fitness 
evaluation, parent selection, genetic operations and 
replacement strategies. 
 
3   Proposed Method 
In this section, we first give a brief overview of the 
watermark embedding and watermark extracting 
processes in the DMT domain. We then describe 
the GA optimization of our proposed method. 
 
3.1  Watermark Embedding Algorithm 
The watermark embedding algorithm is described 
as follows: 
 1. Generate a seed by mapping a signature or 
text through a one-way deterministic function. The 
seed is used as the secret key )(K  for watermarking. 
 2. Generate a random watermark W using the 
secret key, where W is a binary pseudo-random 
noise sequence of watermark bits, and 

}{ iwW = for wNi ,...,2,1= , where wN  is the length 
of watermark and }1,1{ −+∈iw . 
 3. Transform the original image into four-level 
decomposition using the DMT. Then, create 
multiwavelet trees and rearrange them into 3072 
groups. 
 4. To increase the watermarking security, we 
order the groups mTg in a pseudorandom manner. 
The random numbers can be generated using the 
secret key K . We further combine the coefficients 
of every three groups together to form “a triple 
tree: iTt ”, for 1024,...,2,1=i .  Each watermark bit is 
embedded into one triple tree. An example of a 
triple tree is shown in Fig. 4(b). 

 5. For watermark embedding, we select the 
first wN  triple trees, which have the largest mean 
values. Then, the watermark sequence }{ iw  is 
embedded into the selected triple trees by 
quantization index modulation technique. The 
quantization function is given as follows: 
 

            
⎣ ⎦
⎣ ⎦⎪⎩

⎪
⎨
⎧

−=+⋅

+=+⋅
=′

14//

14/3/

ijjji

ijjji
i wifSSSTt

wifSSSTt
tT     (9) 

 
, where ⎣ ⎦x  rounds to the greatest integer smaller 
than x , iTt and itT ′  denote the triple tree of the 
original image and the corresponding watermarked 
image respectively. The variable jS , for 3,2,1=j , 
denotes the quantization steps corresponding to the 
orientation of horizontal, vertical and diagonal of 
DMT subband, respectively. A large jS  makes the 
watermark robust, but it will destroy the original 
quality of the image. Thus, the value of jS  should 
be as large as possible under the constraint of 
imperceptibility. 
  6. In order to improve both quality of 
watermarked image and robustness of the 
watermark, this work employs the genetic 
algorithm to search for the quantization steps. The 
details of GA optimization process will be 
described in details in Section 3.3. 
 7. Pass the modified DMT coefficients through 
the inverse DMT to obtain the watermarked image. 
The watermark embedding process is shown in Fig. 
5. 

 

 
Fig. 5 Watermark embedding process 
 
3.2  Watermark Extracting Algorithm 
The watermark extracting algorithm is outlined as 
follows: 
 1. Transform the watermarked image into four-
level decomposition using the DMT. Then, create 
the multiwavelet trees and rearrange them into 
3072 groups. 
 2. We order the groups in a pseudorandom 
manner by a similar secret key which was used in 
the embedding process. Then, combine every 3 
groups to form a triple tree nTt , for 1024,...,2,1=n . 
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 3. Let  itT~  denote the first wN  triple trees, which 
have the largest mean values. The embedded 
watermark can be extracted from itT~  by using the 
following rule: 
 

      
⎣ ⎦
⎣ ⎦⎪⎩

⎪
⎨
⎧

<⋅−−

≥⋅−+
=

2//~~1

2//~~1~
jjjii

jjjii
i

SSStTtTif

SSStTtTif
w     (10) 

  
 4. After extracting the watermark, we used 
normalized correlation coefficients to quantify the 
correlation between the original watermark and the 
extracted one. A normalized correlation 

)(NC between W and W~  is defined as: 
 

              
∑ ∑

∑
=

=

=

w

w

N

i i
ii

ii
N

i

ww

ww
WWNC

1

22

1

~

~

)~,(                (11) 

 

, where W  and W~  denote an original watermark 
and extracted one, respectively and }~{~

iwW =  
for wNi ,...,2,1= . The watermark extracting process 
is shown in Fig. 6. 

 

Fig. 6 Watermark extracting process 
 
3.3  Genetic Algorithms Optimization 
Recently, the idea of using a robust digital 
watermark to detect and trace copyright violations 
has motivated significant interest among publishers 
and content owners. The goals of an effective 
watermarking, such as imperceptibility, robustness 
and data capacity are usually conflicting [10, 11, 
12]. In order to minimize such conflicts, this work 
employs the genetic algorithms to search for 
optimal parameters. This allows the system to 
achieve optimum performance for digital image 
watermarking. 
 For the optimization process, GA is applied in 
the watermark embedding and the watermark 
extracting processes. The parameters to be searched 
for are three quantization steps 1S , 2S and 3S . The 
objective function of searching process is 

computed using factors that both related to 
robustness and imperceptibility of watermarked 
image. A high quality output image and robust 
watermark can then be achieved. The diagram of 
our proposed algorithm is shown in Fig. 7. Details 
of GA are described as follows: 
 

 
 
Fig. 7 Optimization diagram for digital image 

watermarking using genetic algorithms 
 

Chromosomes in GA represent desired 
parameters to be searched. Number of 
chromosomes used in this work is 30. The 
encoding scheme is binary string with 32 bit 
resolutions for each chromosome. The parameter 

jS  is then represented by chromosome with length 
of 96 bits. The objective function uses both a 
universal quality index (UQI ) [21] and normalized 
correlation as performance indices. UQI is used as 
output image quality performance index due to its 
role of imperceptibility measure. Similarly, NC  is 
used as a watermark detection performance index 
because of its role of robustness measure. An 
objective value W  can be calculated from equation 
(12): 

 
   NCUQIW NCUQI ×+×= δδ                 (12) 

 
, where UQIδ  and NCδ  are weighting factors of 
UQI and NC , respectively. These weighting factors 
represent the significance of each index used in GA 
searching process. If both indices are equally 
significant, the values of these factors will be 0.5 
each where the relationship 0.1=+ NCUQI δδ  must 
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always hold. By using objective function W  above, 
the parameter jS  can be optimally searched to 
achieve the best of both output image quality and 
watermark robustness. In this work, a ranking 
selection is chosen for selection mechanism. The 
crossover and mutation probability is fixed at 0.7 
and 0.05, respectively. The chromosomes are then 
partially replaced by the best chromosome for each 
generation. The GA process is repeated until the 
most fit chromosome, i.e. parameter jS , is 
optimally found. 
 
4 Experimental Results and 

Discussions 
To evaluate the performance of the proposed 
watermarking scheme, experiments have been 
conducted in which a DGHM multiwavelet was 
used to decompose the original image. The original 
image is a 256 gray-level image with the size of 
512× 512 pixels and the watermark length wN = 
512. Figures 8–12 show the convergence of GA 
optimization at 30 generations of the 4 test images: 
Lena, Baboon, Goldhill and Peppers. The results of 
optimal parameters 1S , 2S and 3S from GA searching 
using several test images with different 
characteristics are shown in Table 1. These 
parameters are optimally varied to achieve the most 
desirable ones for original image with different 
characteristics. 

We test the output image quality by 
watermarking the original images with the resulting 
parameters from GA. Then, we measured the 
quality of the watermarked image by using the 
peak signal to noise ratio ( PSNR ). The PSNR 
values of the watermarked images are also shown 
in Table 1. Figures 13–14 show the original and 
watermarked version of the Lena image using the 
proposed technique, respectively. It can be seen 
that the watermarked image is not perceptually 
different from the original one. We also measured 
the normalized correlation of the untouched 
watermarked image. From Table 1, the 
PSNR and NC values for all the tested images are 
about 46 dB and 1, respectively. 
 The watermarked images are attacked by 
various image compression and manipulations. 
Then, we perform the watermark extraction process 
and compute the normalized correlation. The 
results obtained from our proposed method which 
is called DMTGA are compared with the method 
based on wavelet-tree quantization in [5] and the 

method based on multiwavelet tree in [8]. The 
PSNR  of the watermarked images and watermark 
length of both methods are about 38 dB and 512 
bits, respectively. The comparison results are listed 
in Table 2 to Table 10. 
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Fig.8 1S , 2S , 3S  and PSNR  from GA 

optimization process of the Lena image 
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Fig.9 UQI , NC , W  and PSNR  from GA 

optimization process of the Lena image 
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Fig.10 UQI , NC , W and PSNR from GA 

optimization process of the Baboon image 
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Fig.11 UQI , NC , W and PSNR from GA 

optimization process of the Goldhill image 
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Fig.12 UQI , NC , W  and PSNR  from GA 

optimization process of the Peppers image 
 
 

 
 
Fig.13 Original “Lena” image 
 

 
 
Fig.14 Watermarked “Lena” image using the 

proposed method 

 We first examine the robustness against JPEG 
compression. Tables 2–4 show the normalized 
correlations of the test images under JPEG 
compression with quality factor 30% to 90%. The 
watermark could be extracted from the JPEG 
compression image with quality factor as low as 
30%. This demonstrates that the DMTGA is very 
robust to JPEG compression. 
 Next, we test the robustness with respected to 
SPIHT compression. The experiment results are 
shown in Table 5 to Table 7. In this case, the 
detector of the DMTGA method behaves 
significantly better than in the JPEG case. This 
could be explained by the fact that the image 
quality obtained by SPIHT is higher than that 
obtained by JPEG at the same compression ratio. 
Therefore, the watermark signal is better preserved 
by SPIHT compression. 
  
Table 1 The results of parameters using GA 
optimization process from various image 

Images 1S  2S  3S  PSNR
 

NC  

Lena 49.30 38.60 26.74 46.16 1.0 
Baboon 47.88 38.59 27.91 46.46 1.0 
Goldhill 47.65 37.76 23.26 46.70 1.0 
Peppers 49.53 37.51 28.63 45.92 1.0 

 
Table 2 Normalized correlation from JPEG 
compression of the Lena image 

Normalized correlation JPEG 
Quality factor 

(%) 
[5] [8] DMTGA 

30 0.1500 0.5391 0.9932 
40 0.2300 0.7227 1.0000 
50 0.2600 0.9023 1.0000 
70 0.5700 0.9844 1.0000 
90 1.0000 1.0000 1.0000 

 
Table 3 Normalized correlation from JPEG 
compression of the Goldhill image 

Normalized correlation JPEG 
Quality factor 

(%) 
[5] [8] DMTGA 

30 0.2300 0.50 1.00 
40 0.5200 0.74 1.00 
50 0.7100 0.90 1.00 
70 0.9300 1.00 1.00 
90 1.0000 1.00 1.00 
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Table 4 Normalized correlation from JPEG 
compression of the Peppers image 

Normalized correlation JPEG 
Quality factor 

(%) 
[5] [8] DMTGA 

30 0.3400 0.52 0.99 
40 0.5400 0.65 1.00 
50 0.7000 0.81 1.00 
70 0.9700 0.98 1.00 
90 1.0000 1.00 1.00 

 
Table 5 Normalized correlation from SPIHT 
compression of the Lena image 

Normalized correlation Bit rate 
(Bit per pixel) [5] [8] DMTGA 

0.3 0.2100 0.5703 0.9627 
0.4 0.4100 0.7813 0.9931 
0.5 0.8500 0.9102 1.0000 
0.6 0.8300 0.9453 1.0000 
0.7 0.8500 0.9570 1.0000 

 
Table 6 Normalized correlation from SPIHT 
compression of the Goldhill image 

Normalized correlation Bit rate 
(Bit per pixel) [5] [8] DMTGA 

0.3 -0.0600 0.48 0.93 
0.4 0.0200 0.58 0.96 
0.5 0.2300 0.62 0.96 
0.6 0.2700 0.74 0.99 
0.7 0.3500 0.95 0.99 

  
Table 7 Normalized correlation from SPIHT 
compression of the Peppers image 

Normalized correlation Bit rate 
(Bit per pixel) [5] [8] DMTGA 

0.3 0.3600 0.54 0.96 
0.4 0.6600 0.67 0.99 
0.5 0.6500 0.85 1.00 
0.6 0.7100 0.92 1.00 
0.7 0.8500 0.92 1.00 

 
Finally, we perform image manipulations to the 

watermarked image such as median filtering, 
Gaussian filtering and image rotations. The 
comparison results are listed in Table 8 to Table 10. 
Through these tables, we can see that the DMTGA 
method is very robust to various attacks and yields 
significant more robust watermark than the 
methods in [5] and [8] do. 
 
 
 
 

Table 8 Normalized correlation from signal 
processing attacks of the Lena image 

Normalized correlation Attack 
[5] [8] DMTGA 

2x2 Median filtering 0.3800 0.4648 0.7035 
3x3 Median filtering 0.5100 0.6445 0.7960 
4x4 Median filtering 0.2300 0.4492 0.5942 
Gaussian filtering 0.6400 0.6680 0.9013 
Rotation 0.5 0.2900 0.4570 0.6128 
Rotation 1.0 0.2400 0.4219 0.4277 
Rotation -0.5 0.2300 0.4609 0.6454 
Rotation -1.0 0.1600 0.4180 0.5951 

 
Table 9 Normalized correlation from signal 
processing attacks of the Goldhill image 

Normalized correlation Attack 
[5] [8] DMTGA 

2x2 Median filtering 0.3500 0.42 0.71 
3x3 Median filtering 0.5600 0.51 0.96 
4x4 Median filtering 0.2400 0.42 0.64 
Gaussian filtering 0.5600 0.58 0.84 
Rotation 0.5 0.2400 0.44 0.66 
Rotation 1.0 0.1500 0.43 0.60 
Rotation -0.5 0.2700 0.42 0.62 
Rotation -1.0 0.1400 0.43 0.60 

 
Table 10 Normalized correlation from signal 
processing attacks of the Peppers image 

Normalized correlation Attack 
[5] [8] DMTGA 

2x2 Median filtering 0.4600 0.49 0.65 
3x3 Median filtering 0.7100 0.70 0.98 
4x4 Median filtering 0.2500 0.47 0.63 
Gaussian filtering 0.7400 0.81 0.89 
Rotation 0.5 0.3000 0.44 0.64 
Rotation 1.0 0.1700 0.43 0.61 
Rotation -0.5 0.2500 0.45 0.61 
Rotation -1.0 0.1600 0.42 0.65 

 
5  CONCLUSION 
This paper proposed a digital image watermarking 
algorithm in the multiwavelet transform domain. 
The embedding technique is based on the 
quantization index modulation technique and the 
watermark extraction algorithm does not need the 
original image in extraction process. In our 
optimization process, we use genetic algorithms 
searching for optimal parameters which are three 
quantization steps. These parameters are optimally 
varied to achieve the most suitable watermarked 
image for each given image. The experimental 
results demonstrate that the watermark from the 
proposed algorithm is robust to common attacks 
such as median filtering, Gaussian filtering, image 
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rotation and lossy compression. Further research 
can be concentrated on the development of our 
proposed method by using the characteristics of the 
human visual system. 
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