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Abstract: In the last decade, Daubechies orthogonal wavelets have been successfully used and proved
their practicality in many signal processing paradigms. The construction of these wavelets via two chan-
nel perfect reconstruction filter bank requires the identification of necessary conditions that the coeffi-
cients of the filters and the roots of binomial polynomials associated with them should exhibit. In this
paper, the low pass and high pass filters that generate a Daubechies mother wavelet are considered. From
these filters, a new set of high pass and low pass filters are derived by using the ”Alternating Flip” tech-
niques. The new set of filters maintain perfect reconstruction status of an input signal, thus allowing
the construction of a new mother wavelet and a new scaling function that are reflective to those of the
originals. Illustration are given and new reflective wavelets are derived. Also, a subclass of polynomials
is derived from this construction process by considering the ratios of consecutive binomial polynomi-
als’ coefficients. A mathematical proof of the residency of the roots of this class of polynomials inside
the unit circle is presented along with an illustration for db6, a member of the Daubechies orthogonal
wavelets family. The Kakeya-Enestrom theorem is discussed along with some of its generalizations.
Finally, a λ-dependent difference among the coefficients of the new set of polynomials is examined and
optimized locations of the roots are derived.

Key–Words: Zeros, Polynomials, Daubechies Orthogonal Wavelets, Reflective Wavelets, Kakeya-
Enestrom Theorem.

1 Introduction
Coding data with the minimum amount of coeffi-
cients is one of the essential applications of real
orthogonal wavelets [9] [10]. The normalization
of these wavelets basis functions ensures that
the data is covered in the time domain and
in the frequency domain and that a perfect
reconstruction is then achievable [2] [15]. There
are many different real orthogonal wavelets.
They usually take the name of their inventors
like the Meyer wavelets [13], the Daubechies
wavelets [2], and the Haar wavelets [13]. To
construct a Daubechies baby wavelet we need
to find its father (the scaling function) and its
mother (the wavelet function). This construction
is best described via a perfect reconstruction
filter banks, [2] [15] which depends on the
distribution of the zeros of some polynomials in
the plane. The literature provides many theorems

describing geometric locations of the roots of
certain polynomials [1] [3] [4] [5] [14]. Iden-
tifying necessary conditions for the coefficients
of the filters associated with the construction
is vital for orthogonality and alias cancellation.
The distribution of the zeros of the binomial
polynomial related to the construction of these
wavelets were proved to reside inside the unit
circle [6].

In Section 2, the construction of Daubechies fil-
ters is detailed and a new set of high pass and low
pass filters are derived while maintaining perfect
reconstruction status of input signals, thus allow-
ing the construction of a new mother wavelet and
a new scaling function that are reflective of the
originals. In Section 3, conditions on the fil-
ters coefficients involved in the construction to
maintain perfect reconstruction filter are derived.
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Namely, the coefficients of the low pass synthesis
filter is derived from those of their analysis coun-
terpart by an order flip. In Section 4, the Kakeya-
Enestrom theorem is discussed along with some
of its generalizations and its analytical proof. The
new class of polynomials is then formulated and
the distribution of their zeros is examined and
mathematically shown to reside inside the unit
circle. An example is then presented illustrating
the location for the zeros of the derived polyno-
mial of the orthogonal mother wavelet db6. Also
the conditions of λ - difference among the new
coefficients are optimized. Section 5 contains the
conclusion.

2 Construction of Daubechies
Orthogonal Wavelets

A two-channel filter bank has a low-pass and a
high-pass filter in the decomposition (analysis)
phase depicted in Fig. 1 and two more in the re-
construction (Synthesis) phase displayed in Fig.
2.
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Fig. 1: Analysis phase filters of a two-channels
filter bank.

Let h0(n) and g0(n) denote the low-pass fil-
ter coefficients and the high-pass filter coeffi-
cients respectively in the analysis phase. To ob-
tain perfect reconstruction, these two filters must
satisfy the following conditions [2] [15]

1. For the low-pass filter h0(n):
∑
n

h0(n) = 1
∑
n

h2
0(n) = 1

2

2
∑
n

h0(n)h0(n− 2k) = δ(k)
(1)

2. For the high-pass filter g0(n):
∑
n

g0(n) = 0
∑
n

g2
0(n) = 1

2

2
∑
n

g0(n)g0(n− 2k) = δ(k)
(2)

where δ(k) is the Dirac delta function defined by

δ(k) =





1 if k=0
or
0 otherwise.

Given the coefficients of h0, it is shown in [15]
and [16] that the coefficients of the filters h1(n),
g0(n) and g1(n) that lead to orthogonality can
easily be derived from the coefficients of h0.
Therefore, to construct a Daubechies orthogonal
wavelet, all we need to do, is to find the coeffi-
cients of the filter h0 associated with it.
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Fig. 2: Synthesis phase filters of a two-channels
filter bank.

The construction of the filter bank amounts to
[15]
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1. Design a product low-pass filter P0 satisfy-
ing

P0(z)− P0(−z) = 2z−l (3)

2. Factor P0 in H1H0, then find G1 and G0.

and can be reduced even further by defining
P (z) = zlP0(z) and substituting P (−z) by
−zlP0(−z). Hence, the perfect reconstruction
condition becomes [18]:

P (z) + P (−z) = 2 (4)

which implies that P (z) is a half band filter [15]
with all of its the coefficients zeros except the
constant term 1. Furthermore, the odd pow-
ers cancel when we add P (z) to P (−z). The
design of the low-pass and the high-pass fil-
ters of the synthesis and analysis filter banks of
a Daubechies orthogonal wavelet, considers the
following two properties [15]

1. These wavelets filters must be orthogonal;

2. And must have maximum flatness at w = 0
and w = π in their frequency responses.

The low-pass filters will have p zeros at π, and
have a total of 2p coefficients, (length of the
filters). This filter bank is orthogonal and the
product filters P0(z) and P1(z) have a length of
4p − 2. The construction of Daubechies orthog-
onal wavelets begins by choosing the number of
zeros p at π. The zeros the filters associated with
the db6 are depicted in Fig. 4. Here, we also need
to choose the binomial polynomial Bp(y) associ-
ated with it which has a degree of p− 1. The co-
efficients of these polynomials can be found re-
cursively for p by:

b(i) = b(i + 1) ∗ (2p− i− 1)

4 ∗ (p− i)
(5)

For a given value p, the coefficients of Bp(y) are
in an ascending order [6]. To get the roots of
Bp(y), one scales b by 4 and to facilitate the nu-
merical calculations, one uses the variable 4y in-
stead of y. The ratio of any two consecutive co-
efficients is:

rk =
bk

bk+1

=
(p + k − 2)!

(p− 1)! ∗ (k − 1)!
∗ (p− 1)! ∗ k!

(p + k − 1)!
(6)

Which in its simplest form can be expressed as:

ri =
i− 1

i + p
, i = 0, 1, 2, ..., p− 2 (7)
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Fig. 3: Zeros of B(y) for db6.

To compute the 2p − 2 zeros of P (z) other than
−1, we note that according to [13] [15], the fre-
quency response of the half-band filter P (w) is
given by:

P (w) = 2(1− y)pB(y)

where cos(w) = 1 − 2y or y = (1 − cos(w))/2.
On the unit circle we have:

(z + 1/z)/2 = cos(w) = 1− 2y.

Also, off the unit circle we use the same relation
between z and y. Rearranging these terms leads
to

(1/z)(z2 − 2(1− 2y)z + 1) = 0. (8)

Now let x = 1− 2y and u =
√

(x2 − 1) then,

(1/z)(z2 − 2xz + 1) = 0

with z 6= 0, this implies that

z = x + u

and
z = x− u

are the two roots of P (z) for each root y of B(y).
Note that x − u = 1

x+u
. That is, we have p − 1

roots and their inverses, namely

x = 1− 2 ∗ y
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and
u =

√
x2 − 1

and
z = [x + u, x− u].

The distribution of these zeros in the plane is
shown in Fig. 4. From P (z), P0(z) is then
derived and all is left is to factorize P0(z).
Daubechies did the following factorization found
in [15]:

P0(z) = (
1 + z−1

2
)2pQ2p−2(z) (9)

where Q2p−2(z) is a polynomial of degree 2p−2.

2.1 The Case of db6
For p = 6, the db6 wavelet is obtained. Fig. 3
shows the location in the complex plane for the
zeros of B6(y) associated with the Daubechies
db6 orthogonal wavelet.
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Fig. 4: Zeros of P(z) for db6 and the frequency
responses of the filters P, H0 and H1.

The frequency responses of the analysis low-
pass filter H0(z) and synthesis low-pass filter
H1(z) of this wavelet are depicted in Fig. 4.
Therefore completing the construction of the
scaling function along with the mother wavelet.
The decomposition and reconstruction functions
for the mother wavelet db6 are plotted in Fig. 5,
and Fig. 6. shows the impulse response of the
four filters associated with it.
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Fig. 5: The db6 analysis and synthesis scaling
and wavelet functions.
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Fig. 6: Impulse response for the reconstruction
and decomposition filters of db6.

Now, given the coefficients h(0), h(1), . . .,
h(n − 1) of the low-pass filter h0, it is shown
in [15] and [16] that the coefficients of the filters
h1(n), g0(n) and g1(n) that lead to orthogonality
can be derived from the coefficients of h0 as
follows
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Firstly, the coefficients of the high-pass filter
g0(n) of the analysis bank are obtained from
those of the low-pass filter h0(n) by the ”
alternating flip”.

This can be represented by three operations on
the coefficients of h0(n).

1. Reverse the order;

2. Alternate the signs;

3. Shift by an odd number l.

This takes the low-pass filter coefficients into an
orthogonal high-pass filter [15] which is repre-
sented in the following equation:

g0(n) = (−1)nh0(l − n) (10)

Then, the coefficients of the high-pass filter g1(n)
of the synthesis bank are obtained by the reverse
of the coefficients of the high-pass filter g0(n) of
the analysis bank. They can be generated by the
following equation

g1(n) = h0(l − n) (11)

The coefficients of the low-pass filter g1(n) of the
synthesis bank are the alternating flip of the co-
efficients of g0(n). They can be generated by the
following equation

h1(n) = (−1)ng1(l − n) (12)

where l is the length of the low-pass filter h0(n)
[15].
The scaling and wavelet functions are then de-
rived from the coefficients of these filters. The
scaling function satisfies the equation [15]

φ(t) = 2
l−1∑

k=0

h1(k)φ(2t− k) (13)

where h1(k) is the reverse of h0(k), and the
wavelet function is then derived from the scaling
function by the equation

W (t) = 2
l−1∑

k=0

g1(k)φ(2t− k) (14)

3 Constructing the New Re-
flective Orthogonal Wavelets

In a perfect reconstruction filter bank, the coeffi-
cients of F0 are obtained from those of H0 by an
order flip which in the Z-domain, translates into
the equation [10]

F0(z) = H1(−z) = zNH0(z
−1) (15)

The coefficients of the filter F1 are obtained
from those of H0 by the alternating sign property
which in the Z-domain, translates into the equa-
tion

F1(z) = −H0(−z) (16)

The coefficients of the filter H1 are obtained from
those of F0 by the alternating sign property which
is the order flip of F1 and in the Z-domain, trans-
lates into the equation

H1(z) = −F1(−z) (17)

An example of obtaining the coefficients of the
other three filters from those of H0 in the time
domain is the Haar filters depicted in Fig. 7.

1/2                    1/2 1/2                    1/2

1/2                  −  1/2 1/2                 −  1/2

Order Flip
H0

F0

H1

F1

Alternating Flip
Alternating Sign

Fig. 7: The case of the Haar Filter Bank.

Theorem 1 Reversing the coefficients of the fil-
ters in the time-domain preserves perfect recon-
struction of hypermedia elements.

Proof If H0 = [h0, h1, ..., hN ], then reversing its
coefficients produces the filter

Rev(H0) = H0r = [hN , hN−1, . . . , h0].

The alternating flip filter of Rev(H0) is the filter

H1r = [h(0),−h(1), +h(2), ..., +h(n)].
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H0 H1

-0.0011 0.1115
0.0048 0.4946
0.0006 0.7511
-0.0316 0.3153
0.0275 -0.2263
0.0975 -0.1298
-0.1298 0.0975
-0.2263 0.0275
0.3153 -0.0316
0.7511 0.0006
0.4946 0.0048
0.1115 -0.0011

Table 1: The coefficients of the low-pass and
high-pass filters of db6.

The order flip of H0r is the filter

F0r = [h0, h1, ..., hN ].

Finally, the alternating sign filter of Rev(H0) is
the filter

F1r = [−hN , +hN−1, ..., +h0].

The filters H0r, H1r, F0r and F1r satisfy all the
three time domain conditions of perfect recon-
struction.

This result [8], allows the construction of new
scaling and wavelet functions from the coeffi-
cients of the wavelet db6 in Table 1. These
new coefficients of the new orthogonal reflec-
tive wavelet [10], are listed in Table 2. Fig. 8,
shows the scaling and wavelet functions of the
derived wavelet and Fig. 9, represents the plot
of the frequency responses of the filters for the
new wavelet. One notes the reflective similarities
among the scaling and wavelet functions of db6
with those of the derived wavelet.

H0 H1

0.1115 -0.0011
0.4946 0.0048
0.7511 0.0006
0.3153 -0.0316
-0.2263 0.0275
-0.1298 0.0975
0.0975 -0.1298
0.0275 -0.2263
-0.0316 0.3153
0.0006 0.7511
0.0048 0.4946
-0.0011 0.1115

Table 2: The coefficients of the new low-pass
and new high-pass filters.
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Fig. 8: The scaling and wavelet functions of the
derived wavelet.
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Fig. 9: The frequency responses of the filters.

4 Zeros of Associated Polyno-
mials

In this section, we show that if y is a root of
a binomial polynomial of degree p − 1, then,
1
2p
≤ |y| ≤ 1

2
. And, the class of polynomials with

coefficients those of the ratios obtained in Equa-
tion 7, also have their zeros inside the unit circle.
Let’s first introduce the Kakeya-Enestrom theo-
rem, which can be stated in many different ways.
Here are 2 of them along with a proof which
we will follow to show the result on the loca-
tions of the zeros for associated polynomials of
Daubechies wavelets:

Theorem 2 (Statement 1): Given a polynomial
P (z) = anz

n + an−1z
n−1 + ... + a1z + a0 where

ai is real and positive for all i = 1, 2, ..., n. If we
denote α (resp. β) to be the smallest (resp. the
largest) of the quotients a0

a1
, a1

a2
, ..., an−1

an
, then if z

is a root of P (z) one should have α ≤ |z| ≤ β.

Proof: Assume that |z| = γ < 1, then the iden-
tity

(1− z)P (z) = a0 − (a0 − a1)z − (a1 − a2)z
2 −

· · · − (an−1 − an)zn − anz
n+1

implies that

|(1− z)P (z)| ≥ a0 − (a0 − a1)γ − (a1 − a2)γ
2 −

· · · − (an−1 − an)γn − anγ
n+1

and so

|(1− z)P (z)| ≥ (1− γ)P (γ) > 0. (18)

Applying this result to the polynomial

P (αz) = a0+αa1z+α2a2z
2+...+αnanz

n (19)

and to the polynomial

znP (
z

β
) = βnan +βn−1an−1z+ ...+a0z

n, (20)

one can establish the desired result.

Theorem 3 (Statement 2): If the coefficients of
P (z) in (Statement 1) satisfy an > an−1 > ... >
a1 > a0 > 0, then all the roots of P (z) fall inside
the unit circle.

The ratios of the coefficients of the binomial
polynomial of degree p− 1 as defined here, have
a minimum of r = 1

p
obtained for i = 0, and a

maximum of s = 1/2 obtained for i = p− 2.
Thus, by Statement 2 of Theorem 1 , the left hand
side of the inequality is proved. For the complete
proof of this theorem, Please refer to [7].

4.1 Zeros of Ratio Coefficients Poly-
nomials

To show the second result, consider the class of
polynomials with coefficients those of the ratios
obtained in Equation (7). They can be expressed
as follows

Rp−2(z) =
−1

p
+ 0 · z1 +

1

2 + p
z2 +

3

4 + p
z3 +

· · ·+ p− 2

2p− 2
zp−2.

We note that these coefficients are in an ascend-
ing order where ak − ak−1 > 0.

Theorem 4 The roots of the polynomials Rp−2

lie inside the unit disk for all p.

Proof: For a0 = −1
p

< 0, consider

(1− z)R(z) = φ(z)− ap−2z
p−1

where

φ(z) = a0 +
p−2∑

k=1

(ak − ak−1)z
k.

WSEAS TRANSACTIONS on MATHEMATICS Jalal Karam

ISSN: 1109-2769 880 Issue 12, Volume 9, December 2010



For z 6= 0, we have

zp−2φ(
1

z
) = a0z

p−2 +
p−2∑

k=1

(ak − ak−1)z
p−2−k.

Now for |z| ≤ 1,

|zp−2φ(
1

z
)| ≤ |a0|+

p−2∑

k=1

(ak − ak−1)

≤ |a0| − a0 + ap−2

and

|φ(
1

z
)| ≤ |a0| − a0 + ap−2

|zp−2| .

Replacing z with 1
z
, we get

φ(z) ≤ (|a0| − a0 + ap−2)|zp−2|

for z 6= 0. Hence, if

|z| > (|a0| − a0 + ap−2)

|ap−2| (i.e. |z| ≥ 1),

then

|(1− z)R(z)|
= |φ(z)− ap−2z

p−1|
≥ |ap−2||z|p−1 − |φ(z)|
≥ |ap−2||zp−1| − (|a0| − a0 + ap−2)|z|p−2

> 0.

4.2 An Example

For the Daubechies wavelet ”db6” this polyno-
mial is given by R4(z) = −1/6 + 0 + 1/8z +
2/9z2 +3/10z3 +4/11z4 with a maximum mod-
ule of 0.9325. The roots of this polynomial are
depicted below in Fig. 10 and observed to reside
all in the unit circle.
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Fig. 10: Zeros of R4(z) for Daubechies db6
orthogonal wavelet.

4.3 On the Optimal Limits
One of the Kakeya-Enestrom theorem’s numer-
ous generalizations [12] asserts:

Theorem 5 Let P (z) = anz
n + ... + a1z + a0

be a polynomial such that ak − λak−1 > 0 for
k = 1, 2, ..., n, with λ > 0. Then, P (z) has all of
its zeros in the closed disk:

|z| ≤ an − a0λ
n + |a0|λn

λ|an| (21)

As noted before, the coefficients of Rp−2(z) are
in an ascending order where ak − ak−1 > 0. It is
worthwhile mentioning here that if a0 was posi-
tive, then all the roots of this class of polynomials
lie inside the unit circle as the result of Theorem
4 is then reduced to the Kakeya-Enestrom theo-
rem [11].
While the value of λ has to be positive for the
validity of Theorem 4, the discussion that follows
considers two ranges of that value. For the first
range of 0 < λ < 1, a larger radius is obtained,
but the conditions for the coefficients are weaker
than those of Theorem 3.
For λ > 1, we obtain a smaller radius of the
disk in which the zeros of R(z) are located, with
stronger conditions than the ones of Theorem 3.
Now since a0 = −1

p
< 0 and ap−2 > 0, an opti-

mal (smallest) estimate of the radius of the disk
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containing all the roots of R(z) can be obtained
for the choice of λ = ( B

A(p−3)
)1/n with A = −2a0

= 2
p

and B = ap−2 > 0. That is:

λ = (
ap−2

2
p
(p− 3)

)
1

p−2 (22)

For the case of db6 and the polynomial, R4(z),
this value is

λ = (
3
10

2
6
(6− 3)

)
1

6−2 (23)

and
λ = [

3

10
]
1
4 (24)

5 Conclusion
In this paper we construct the Daubechies orthog-
onal mother wavelet db6 via the two channel per-
fect reconstruction filter bank. We derived the
coefficients of the filters associated with it and
the roots of the binomial polynomial that made
this construction possible. From the Daubechies
family of wavelets, we derived a new class of
wavelets called reflective wavelets along with
their scaling functions. The case of the mother
wavelet db6 was fully examined as an example
and the coefficients and frequency responses of
the derived filters were calculated. The locations
of the zeros of the polynomials involved in this
construction were found and their locations were
discussed. The distribution of the zeros of a fam-
ily of polynomials having their coefficients as the
ratios of those of the binomial polynomials was
examined and were proved mathematically to re-
side inside the unit circle. Finally, the λ based
difference of the ratio coefficients is optimized.
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