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Abstract: Asymptotics of solution and finite difference approximation of the nonlinear integro-differential equa-
tions associated with the penetration of a magnetic field into a substance is studied. Asymptotic properties of
solutions for the initial-boundary value problem with homogeneous as well as nonhomogeneous Dirichlet bound-
ary conditions are considered. The corresponding finite difference scheme is studied. The convergence of this
scheme is proven. Numerical experiments are carried out.
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1 Introduction
Many practical problems are described by integro-
differential models (see, for example, [1], [4], [5],
[8], [10], [19], [22], [29]). One of such model arise
in the study of electromagnetic field penetration into
a substance. As it is known this process is mod-
eled by Maxwell’s system of partial differential equa-
tions (see, for example, [15]). If the coefficients of
thermal heat capacity and electro-conductivity of the
substance depend on temperature, then the Maxwell’s
system can be reduced to the integro-differential
model, one-dimensional scalar analogue of which has
the following form [9]:
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where � � ��	� is a given function defined for 	 �
�����.

Principal characteristic peculiarity of the equation
(1) is connected with the appearance in the coeffi-
cient with derivative of higher order nonlinear term
depended on the integral in time.

Note that the integro-differential equation of type
(1) is complex and only special cases were investi-
gated (see, for example, [6], [7], [9], [12]-[14], [16],
[17]).

In some restrictions by modeling the same pro-
cess in [16] integro-differential model is received,
one-dimensional scalar analogue of which has the fol-
lowing form
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The existence and uniqueness of the solutions of
the initial-boundary value problems for the equations
of type (1) and (2) are studied in [6], [7], [9], [16], [17]
and in a number of other works as well. The existence
theorems, proved in [6], [7], [9], are based on Galerkin
method and compactness arguments as in [18], [27]
for nonlinear problems.

Asymptotic behavior of solution as � � � and
numerical solution of initial-boundary value problem
for equation (2) in the case ��	� � � � 	 is given
in [14]. Note That in this work asymptotic behav-
ior of solution of initial-boundary value problem with
non-homogeneous boundary condition on part of lat-
eral boundary has a power-like form.

Many authors study the finite difference approx-
imation for a integro-differential models (see, for ex-
ample, [2], [3], [11], [20], [21], [25], [26], [28], [30]).

In the present work we strengthening result given
in [14] for the solution of first initial-boundary value
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problem for equation (2). We also discuss finite differ-
ence scheme in the case ��	� � ��	 for the equation
(1).

The rest of the paper is organized as follows. In
the second section we will state problem and con-
sider large time behavior of solutions of first initial-
boundary value problems for equations (1) and (2). In
the third section finite difference scheme for equation
(1) is discussed. In the fourth section we conclude
with some remarks on numerical implementations. In
the fifth part of this note some conclusions are given.

2 Asymptotic behavior of solutions
as ���

In the area � � ��� �� � �����, let us consider fol-
lowing initial-boundary value problem:
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�� ������ is a given function.
Asymptotic behavior of solution as � � � of

initial-boundary value problem (3)-(6) is investigated
in [12]. One of main result of investigations made in
this work can be stated as follows.

Theorem 1 If ��	� � �� � 	��, � �  � �; �� �
����� �� ���

� ��� ��, then the solution of the problem
(3)-(6) satisfies the following estimate������ ��� ��
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Here and below, �� and ��
� denote usual

Sobolev spaces, while � denotes positive constant in-
dependent of �.

If instead boundary conditions (4) following non-
homogeneous boundary condition on part of lateral
boundary is considered

� ��� �� � �� � ��� �� � �� (8)

then we derive again one of main result of [12], which
can be formulated as a following statement.

Theorem 2 If ��	� � �� � 	��, � �  � �; �� �
����� ��, ����� � �, ����� � �, � � ����� � �,
then the solution of the problem (3),(5),(6),(8) satisfies
the following estimates:������ ��� ��
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Now consider problem (3),(5),(7),(8). Let us in-

troduce the notation

���� �� �� ��� ��� ��
 (9)

So, instead (3),(5),(7),(8) we have following problem:
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Theorem 3 If ��	� � �� � 	��, � �  � �;
�� � ��

� ��� ��, then the solution of the problem
(3),(5),(7),(8) satisfies the following estimate
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Proof. Let us multiply (10) by � and integrate
over ��� ��. After integrating by parts and using the
boundary conditions (11) we get
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Since �� � 	�� � � we have
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Using Poincare-Friedrichs inequality from (13) we
obtain
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Now multiply (10) by
���

���
and integrate over

��� ��. Using again integration by parts and the bound-
ary conditions (11) we get
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From (13),(14) and (16) we find
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This inequality using initial condition (12) immedi-
ately proves Theorem 3.

Note that Theorem 3 gives exponential stabiliza-
tion of the solution of the problem (3),(5),(7),(8) in
the norm of the space ����� ��. Let us show that the
stabilization is also achieved in the norm of the space
����� ��. In particular, let us show that the following
statement takes place.

Theorem 4 If ��	� � �� � 	��, � �  � �; �� �
����� �� ���

� ��� ��, then the solution of the problem
(3),(5),(7),(8) satisfies the following estimates:
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where � � �����, � � �����, � � � � � � �.

To this end we need following auxiliary result.

Theorem 5 If ��	� � �� � 	��, � �  � �;
�� � �

���� �����
� ��� ��, then for the solution of the

problem (3),(5),(7),(8) the following estimate holds
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Proof. Let us differentiate (10) with respect to �,
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(17)

Multiply (17) by
��

��
and integrate over ��� ��. Using

the boundary conditions (11) we deduce
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Let us estimate the right hand side of the equality
(18).
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From this, using the Schwarz’s inequality we get
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Combining (18)-(20) we have
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Using Poincare-Friedrichs inequality, notation
(9), Theorem 3, restrictions on  and nonnegativity
of 	��� we arrive at
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After multiplying by �	
����, the last inequality gives

�

��

�
�	
����

��������
����
�
�
� � �	
����� ����


Therefore,

�	
����

��������
����
�

� �

��
�

�	
����������� �
�

�� �
�

or ��������
���� � � �	


�
�
��

�

�



So, Theorem 5 is proven.

Proof of Theorem 4. Let us estimate
���

���
in the

norm of the space ����� ��. From (10) we have
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Integrating (21) on ��� �� and using Schwarz’s in-
equality we get
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Applying Theorem 5 and taking into account the non-
negativity of 	��� we derive
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From this, taking into account the relation
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and the boundary conditions (11) it follows that
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So, for the solution of the initial-boundary value
problem (3),(5),(7),(8) we have������ ��� ��
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Now let us estimate
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in the norm of the space

����� ��. Let us multiply (10) by
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and integrate

over ��� ��. Using integration by parts we get
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Taking into account boundary conditions (11) we ar-
rive at
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Now multiply (17) by
���
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scalarly and inte-

grate the left hand side by parts
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Taking into account the boundary conditions (11)
we have
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We estimate the right hand side in a similar fash-
ion to (19),(20). It is easy to see that
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Using equation (21) and Theorems 3 and 5 we
have
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From this, keeping in mind the nonnegativity of
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Thus Theorem 4 has been proven.

3 Finite difference scheme
In order to describe the finite difference method for
problem (3)-(6) (case ��	� � � � 	), on �� �
��� �� � ��� � �, where � is a positive constant, we
introduce a net whose mesh point are denoted by
���� �	� � ���� ���� where � � �� �� 


�� � � �

�� �� 


�  with � � �

 , � � �

� . The initial line is de-
noted by � � �. The discrete approximation at ���� �	�
is designed by !	

� and the exact solution to the prob-
lem (3)-(6) by� 	

� . We will use the following known
notations [24]:
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Let us correspond to the problem (3)-(6) with
nonzero right part " in (3) the following difference
scheme:
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Introduce inner products and norms:
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Multiplying (26) scalarly by !	�� � �!	��
� ,

!
	��
� , 
 
 
, !	��


���, using the discrete analogue of the
integration by parts, after simple transformations it is
not difficult to get
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Here and below � is a positive constant indepen-
dent from � and �.

The a-priori estimate (29) guarantees the stability
of the scheme (26)-(28).

The main result of this section is the following
statement.

Theorem 6 If the problem (3)-(6) has a sufficiently
smooth solution � � � ��� ��, then the so-
lution !	 � �!	
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following estimate is true
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Proof. For the exact solution � � � ��� �� of
the problem (3)-(6) we have
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Solving (26)-(28) instead of the problem (3)-(6)
we have the error '	� � !	
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(31)-(33) we get
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'�� � �
 (36)

Multiplying (34) scalarly by '	�� � �'	��� , '	��� ,

 
 
, '	��
���, using (35), and the discrete analogue of
integration by parts we get

	'	��	� � �'	��� '	��
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���
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���
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(37)

Taking into account the relations:
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from (37) we have
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�
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�  � �


(38)

Here ( is an arbitrary positive constant.
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Introduce the notations

�
	
� � �

	�
���

 
�!�

�����
� � �� �

�����
�
!
�

then
�
	
��� �

 
�!	��

���� �� � �� 	��
���� ��

!



So, from (38) we get

	'	��	� � 	'		� � ��	'	���� 	��

�	'	���� 	� � ��	�	� 	
� � ���	 � �	� � �

�

(
	%		� � �(�	'	��	�


(39)

Using (36) the discrete analogue of Poincare’s in-
equality [24]

	'	��	� �
�


	'	���� �
�

and the relation

���	 � �	� � �
�

�
	�	��	� �
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�
	�	� 	

��

we have from (39)
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�  


(40)

From (40) we get (30) and thus Theorem 6 has been
proven.

Note that analogical theorem is hold for problem
(3),(5),(7),(8) (see, [14]). Note also, that according
to the scheme of proving convergence theorem, the
uniqueness of the solution of the scheme (26)-(28) can
be proven. In particular, assuming existence of two
solutions ! and �! of the scheme (26)-(28), for the
difference �' � ! � �! we get 	�'�	 � �� � �
�� �� 


�  . So, �' � �.

4 Numerical implementation
remarks

We now comment on the numerical implementation
of the discrete problem (26)-(28). Note that (26) can
be rewritten as:
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then (26) becomes
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(41)

The system (41) can be written in matrix form

�

"
�

	��
#
� �

"
�

	��
#
�

�

�
�

	 � � 	 � �


The vector � containing all the unknowns
!�� 
 
 
 � !
�� at the level indicated. The vector
� is given by

�

"
�

	��
#

� �
	��
�

	���

where the �� � ��� �� � �� matrix � is symmetric
and tridiagonal with elements:

�
�
�� �

���������
��������
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(42)

Newton’s method for the system is given by
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The elements of the matrix ��
$
�

	��
%

require the
derivative of ). The elements are:
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(43)

and
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(44)

Combining (42)-(44) we have
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�� otherwise.

Let us state well known theorem (see, for exam-
ple, [23]).

Theorem 7 Given the nonlinear system of equations

+� ���� 
 
 
 � �
��� � �� � � �� �� 
 
 
 �� � �


If +� are three times continuously differentiable in a
region containing the solution ��� 
 
 
 � �
�� and the
Jacobian does not vanish in that region, then Newton’s
method converges at least quadratically.

The Jacobian is the matrix �, computed above.

The term
�

�
on diagonal ensures that the Jacobian

doesn’t vanish. The differentiability is guaranteed,
since�, is quadratic. Newton’s method is costly, be-
cause the matrix changes at every step of the iteration.
One can use modified Newton (keep the same matrix

for several iterations) but the rate of convergence will
be slower.

In the first numerical experiment we have chosen
the right hand side of equation (3) so that the exact
solution is given by

� ��� �� � ���� �� ��� ��

which satisfy homogeneous boundary conditions (4).
The parameters used are� � ��� which dictates

� � �
��. Since the method is implicit we can use
� � � and we took 100 time steps. In the Fig. 1 and
Fig. 2 we plotted the numerical solution and the exact
solutions at � � �
� (Fig. 1) and � � �
� (Fig. 2).
As it is visible from these pictures, the numerical and
exact solutions are almost identical.
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Figure 1: The solution at � � �
�. The exact solution
is solid line and the numerical solution is marked by
�.
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Figure 2: The solution at � � �
�. The exact solution
is solid line and the numerical solution is marked by
�.
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In the second experiment we have taken zero right
hand side and initial data given by

� ��� �� � ���� �� �����-��


In this case, we know that the solution will decay in
time. The parameters ���� � are as before. In Fig. 3
we plotted the initial data and in Fig. 4 we have the
numerical solution at four different times. It is clear
that the numerical solution is approaching zero for all
�.
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Figure 3: The initial data for homogeneous boundary
conditions.
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t=0.1
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Figure 4: The numerical solution at � �
�
�� �
�� �
�� �
� for homogeneous boundary condi-
tions.

The numerical experiments for problem
(3),(5),(6),(8) was carried out as well. For our
next experiment we have taken zero right hand side
and initial data given by

� ��� �� � ���� �� �����-�� � �
����


In this case, we know that the solution will ap-
proach to the steady-state solution, which in this case
is� ��� � �
����. The parameters���� � are as be-
fore. In Fig. 5 we plotted the initial data and in Fig. 6
we have the numerical solution at four different times.
It is clear that the numerical solution is approaching
steady-state solution for all �.
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Figure 5: The initial data for nonhomogeneous bound-
ary condition on part of lateral boundary.
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Figure 6: The numerical solution at � �
�
�� �
�� �
�� �
� for nonhomogeneous boundary con-
dition on part of lateral boundary.

5 Conclusion

We have experimented with several other initial data
for both inial-boundary value problems (3)-(6) and
(3),(5),(6),(8). In all cases we noticed that numerical
solutions are approaching steady-state solution as it is
shown in theoretical researches.

WSEAS TRANSACTIONS on MATHEMATICS Temur Jangveladze, Zurab Kiguradze

ISSN: 1109-2769 475 Issue 8, Volume 8, August 2009



Acknowledgements: The designated project has
been fulfilled by financial support of the the Georgia
National Science Foundation (Grant #GNSF/ST07/3-
176). Any idea in this publication is possessed by the
authors and may not represent the opinion of the Geor-
gia National Science Foundation itself.

References:

[1] A. Boucherif, One Dimensional Parabolic Equa-
tion with a Discontinuous Nonlinearity and In-
tegral Boundary Conditions, Int. J. Math. Mod.
Meth. Appl. Sci., Vol.2, 2008, pp. 8-17.

[2] I. Caraus, N. E. Mastorakis, The Stability of Col-
location Methods for Approximate Solution of
Singular Integro-Differential Equations, WSEAS
Transaction on Mathematics, Vol.7, 2008, pp.
121-129.

[3] C. Chen, V. Thomee, L. Wahlbin, Finite El-
ement Approximation of a Parabolic Integro-
Differential Equation with a Weakly Singular
Kernel, Math. Comp., Vol.58, 1992, pp. 587-
602.

[4] B. Coleman, M. Gurtin, On the Stability Against
Shear Waves of Steady Flows of Nonlinear Vis-
coelastic Fluids. J. Fluid Mech., Vol.33, 196, pp.
165-181.

[5] C.M. Dafermos, An abstract Volterra Equation
with Application to Linear Viscoelasticity. J.
Diff. Equat., Vol.7, 1970, pp. 554-569.

[6] T. Dzhangveladze(Jangveladze), A Nonlinear
Integro-Differential Equation of Parabolic Type
(in Russian), Differ. Uravneniya, Vol.21, 1985,
pp. 41-46. English translation: Diff. Eq., Vol. 21,
1985, pp. 32-36.

[7] T. Dzhangveladze(Jangveladze), The First
Boundary Value Problem for a Nonlinear
Equation of Parabolic Type (in Russian), Dokl.
Akad. Nauk SSSR, Vol.269, 1983, pp. 839-842,
English translation: Soviet Phys. Dokl., Vol.28,
1983, pp. 323-324.

[8] H. Engler, On Some Parabolic Integro-
Differential Equations: Existense and Asymp-
totics of Solutions. Proc. Equadiff, Vol.82.
Würzburg, 1982.

[9] D. Gordeziani, T. Jangveladze, T. Korshia, Exis-
tence and Uniqueness of the Solution of a Class
of Nonlinear Parabolic Problems (in Russian),

Different. Uravneniya, Vol.19, 1983, pp. 1197-
1207. English translation: Diff. Eq., Vol.19,
1983, pp. 887-895.

[10] G. Gripenberg, S.-O. Londen, O. Staffans,
Volterra Integral and Functional Equations,
Cambridge University Press, Cambridge, 1990.

[11] C. Grossmann, H.-G. Roos, M. Stynes, Numer-
ical Treatment of Partial Differential Equations,
Springer-Verlag, Berlin, 2007.

[12] T. Jangveladze, Z. Kiguradze, Asymptotic Be-
havior of the Solution to Nonlinear Integro-
Differential Diffusion Equation (in Russian),
Different. Uravneniya, Vol.44, 2008, pp. 517-
529, English translation: Diff. Eq., Vol.44, 2008,
pp. 538-550.

[13] T. Jangveladze, Z. Kiguradze, Finite Differ-
ence Scheme to a Nonlinear Integro-Differential
Equation Associated with the Penetration of a
Magnetic Field into a Substance, Proceedings
of the 2nd WSEAS International Conference on
FINITE DIFFERENCES, FINITE ELEMENTS,
FINITE VOLUMES, BOUNDARY ELEMENTS
(F-and-B ’09), 2009, pp. 186-192.

[14] T. Jangveladze, Z. Kiguradze, B. Neta, Large
Time Behavior of Solutions and Finite Differ-
ence Scheme to a Nonlinear Integro-Differential
Equation, Comput. Math. Appl., Vol.57, 2009,
pp. 799-811.

[15] L. Landau, E. Lifschitz, Electrodynamics of
Continuous Media, Course of Theoretical
Physics, Vol.8. (Translated from the Russian)
Pergamon Press, Oxford-London-New York-
Paris; Addision-Wesley Publishing Co., Inc.,
Reading, Mass., 1960; Russian original: Gosu-
darstv. Izdat. Tehn-Teor. Lit., Moscow, 1957.

[16] G. Laptev, Quasilinear Evolution Partial Differ-
ential Equations with Operator Coefficients (in
Russian), Doct. diss., Moscow, 1990.

[17] G. Laptev, Quasilinear Parabolic Equations
which Contains in Coefficients Volterra’s Oper-
ator(in Russian), Math. Sbornik, Vol.136, 1988,
pp. 530-545, English translation: Sbornik Math.,
Vol.64, 1989, pp. 527-542.

[18] J.-L. Lions, Quelques Methodes de Resolu-
tion des Problemes aux Limites Non-lineaires,
Dunod Gauthier-Villars, Paris, 1969.

[19] R. MacCamy, An integro-Differential Equation
with Application in Heat Flow, Quart. Appl.
Math., Vol.35, 1977, pp. 1-19.

WSEAS TRANSACTIONS on MATHEMATICS Temur Jangveladze, Zurab Kiguradze

ISSN: 1109-2769 476 Issue 8, Volume 8, August 2009



[20] N. E. Mastorakis, An Extended Crank-
Nicholson Method and its Applications in
the Solution of Partial Differential Equation:
1-D and 3-D Conduction Equations. WSEAS
Transaction on Mathematics, Vol.6, 2007, pp.
215-224.

[21] A. Pani, V. Thomee, L. Wahlbin, Numerical
Methods for Hyperbolic and Parabolic Integro-
Differential Equations, J. Integral Equations
Appl., Vol.4, 1992, pp. 533-584.

[22] M. Renardy, W. Hrusa, J. Nohel, Mathemati-
cal problems in viscoelasticity, Longman Group,
Boston, London, Melbourne, 1987.

[23] W. Rheinboldt, Methods for Solving Systems
of Nonlinear Equations, SIAM, Philadelphia,
1970.

[24] A. Samarskii, The Theory of Difference
Schemes, M.: Nauka, 1977 (in Russian).

[25] I. Sloan, V. Thomee, Time Discretization of an
Integro-Differential Equation of Parabolic Type,
SIAM J. Numer. Anal., Vol.23, 1986, pp. 1052-
1061.

[26] V. Thomee, L. Wahlbin, Long Time Numerical
Solution of a Parabolic Equation with Memory,
Math. Comp., Vol.62, 1994, pp. 477-496.

[27] M. Vishik, On Solvability of the Boundary
Value Problems for Higher Order Quasilinear
Parabolic Equations (in Russian), Math. Sb. (N.
S), Vol.59(101), 1962, suppl., pp. 289-325.

[28] E. Yanik, G. Fairweather, Finite Element Meth-
ods for Parabolic and Hyperbolic Partial Integro-
Differential Equations, Nonlinear Anal., Vol.12,
1988, pp. 785-809.

[29] H.M. Yin, The Classical Solutions for Nonlinear
Parabolic Integrodifferential Equations, J. Inte-
gral Equations Appl., Vol.1, 1988, pp. 249-263.

[30] N. Zhang, On fully discrete Galerkin Approx-
imations for Partial Integro-Differential Equa-
tions of Parabolic Type, Math. Comp., Vol.60,
1993, pp. 133-166.

WSEAS TRANSACTIONS on MATHEMATICS Temur Jangveladze, Zurab Kiguradze

ISSN: 1109-2769 477 Issue 8, Volume 8, August 2009


	29-414
	 
	3  Linearised Problem 

	29-416
	29-431
	2 Materials and Methods
	2.1 Derivation of the method
	2.2 Stability

	29-440
	29-448
	29-468
	29-497
	29-512
	29-526
	29-529



