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#### Abstract

The present work is the generalization of boundary value problem for ordinary differential equations on graphs. This problem is investigated and correctness of the stated problem is proved in [1]. The special attention is given to construction and research of difference analogues. Estimation of precision is given. The formulas of double-sweep method type are suggested for finding the solution of obtained difference scheme.

In this work the boundary-value problems for Poisson's equations in the three-dimensional space on some twodimensional structures with one-dimensional common part is given and investigated. This technique of investigation can be easily applied to the more complex initial data and equations. The difference scheme for numerical solution of this problem is constructed and estimation of precision is given.

Such problems have practical sense and they can be used for mathematical modeling of specific problems of physics, engineering, ecology and so on.
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## 1 Introduction

In the work [1] the boundary value problem for ordinary differential equations on graphs is investigated; correctness of the stated problem is proved. The special attention is given to construction
and research of difference analogues, which is a little concern in papers of other authors. Estimation of precision is given; double-sweep method type formulas are suggested for finding the solution of difference scheme ([2]-[3]).

It's possible to note some works, devoted to the theoretical investigation of boundary value problems, considered on graphs (see, for example, [4], [2] and the literature, mentioned there. Certainly, this list is incomplete).

In the present work there are given some generalizations of the above mentioned problem: in the three-dimensional space on some twodimensional structures with one-dimensional common part the boundary-value problem for Poisson's equation is stated and investigated. This technique of investigation can be easily applied to the more complex initial data and equations. Obviously such problems have practical sense and they can be used for mathematical modeling of specific problems of physics, engineering, ecology and so on ([5]-[11]). Certainly, this list is incomplete.

## 2 Ordinary differential equations of the second order on graphs

Let us consider a graph $G=(V, E)$, where $V=\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ is a set of tops of this graph, $a_{0}$ is a node of the graph and $E$ is a set of ribs of the graph $\left\{\overline{a_{0} a_{1}}, \overline{a_{0} a_{2}}, \cdots, \overline{a_{0} a_{n}}\right\}$. Denote the rib $\overline{a_{0} a_{i}}$ by $\Gamma_{i}$. On each rib introduce a local coordinate system with the origin in the node $a_{0}$ and the coordinate $x_{\alpha} \in\left(0, l_{\alpha}\right)$, where $l_{\alpha}$ is length of the curve $\Gamma_{\alpha}(\alpha=1,2, \ldots, n)$.

Let us state the following problem: find the functions $u_{\alpha}\left(x_{\alpha}\right)(\alpha=1,2, \ldots, n)$, which satisfies the differential equations

$$
\begin{align*}
& \frac{d}{d x_{\alpha}}\left(K_{\alpha}\left(x_{\alpha}\right) \frac{d u_{\alpha}\left(x_{\alpha}\right)}{d x_{\alpha}}\right)-q_{\alpha}\left(x_{\alpha}\right) u_{\alpha}\left(x_{\alpha}\right)= \\
& =f_{\alpha}\left(x_{\alpha}\right), \quad \alpha=\overline{1, n}, \quad x_{\alpha} \in\left(0, l_{\alpha}\right) \tag{1}
\end{align*}
$$

boundary conditions

$$
\begin{equation*}
u_{\alpha}\left(l_{\alpha}\right)=u^{(\alpha)}, \quad \alpha=\overline{1, n} \tag{2}
\end{equation*}
$$

and conditions of conjunctions

$$
\begin{equation*}
u_{\alpha}\left(a_{0}\right)=u_{\beta}\left(a_{0}\right), \quad \alpha, \beta=\overline{1, n} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\left.\sum_{\alpha=1}^{n} K_{\alpha}\left(x_{\alpha}\right) \frac{d u_{\alpha}\left(x_{\alpha}\right)}{d x_{\alpha}}\right|_{x_{\alpha}=0}=b \tag{4}
\end{equation*}
$$

where
$K_{\alpha}\left(x_{\alpha}\right) \in C^{1}\left[0, l_{\alpha}\right], K_{\alpha}\left(x_{\alpha}\right)>C_{0}=$ const $>0$,
$q_{\alpha}\left(x_{\alpha}\right) \in C^{1}\left[0, l_{\alpha}\right], \quad q_{\alpha}\left(x_{\alpha}\right) \geq 0$,
$f_{\alpha}\left(x_{\alpha}\right) \in C^{0}\left[0, l_{\alpha}\right]$ are the given functions and $b, u^{(\alpha)}(\alpha=\overline{1, n})$ are the given numbers.

Theorem 1. There exists a unique regular solution of problem (1)-(4), i.e. exists unique functions
$\left.u_{\alpha}\left(x_{\alpha}\right) \in C^{2}\right] 0, l_{\alpha}\left[\cap C^{1}\left[0, l_{\alpha}\right], \quad(\alpha=\overline{1, n})\right.$.
which satisfies equations (1), boundary conditions
(2) and conditions of conjunctions (3), (4).

The proof of this theorem see in [1].

## 3 Difference scheme for numerical solution of problem (1)-(4)

On $\Gamma_{\alpha}(\alpha=1,2, \ldots, n)$ we introduce a uniform mesh with step $h_{\alpha}$ :

$$
\begin{aligned}
\bar{\omega}_{h}^{(\alpha)}= & \left\{x_{\alpha}^{\left(i_{\alpha}\right)}=i_{\alpha} h_{\alpha}, i_{\alpha}=0,1,2, \ldots, N_{\alpha}\right. \\
& \left.x_{\alpha}^{(0)}=0 ; \quad h_{\alpha} N_{\alpha}=l_{\alpha}\right\}, \quad \alpha=\overline{1, n}
\end{aligned}
$$

If on the mesh $\bar{\omega}_{h}^{(\alpha)}$ we substitute differential operator by the difference operator, we obtain the following difference scheme:

$$
\begin{align*}
&\left(\bar{K}_{\alpha} y_{\alpha, \bar{x}_{\alpha}}\right)_{x_{\alpha}}^{\left(i_{\alpha}\right)}-q_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}\right)}=f_{\alpha}^{\left(i_{\alpha}\right)} \\
& i_{\alpha}=\overline{1, N_{\alpha}-1}, \quad \alpha  \tag{5}\\
&=\overline{1, n}
\end{align*}
$$

$$
\begin{equation*}
y_{\alpha}^{\left(N_{\alpha}\right)}=u^{(\alpha)}, \quad \alpha=\overline{1, n} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
y_{\alpha}^{(0)}=y_{\beta}^{(0)}, \quad \alpha, \beta=\overline{1, n} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{\alpha=1}^{n} \bar{K}_{\alpha}^{(1)} \frac{y_{\alpha}^{(1)}-y_{\alpha}^{(0)}}{h_{\alpha}}=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
& y_{\alpha}^{\left(i_{\alpha}\right)}=y_{\alpha}\left(i_{\alpha} h_{\alpha}\right), \quad y_{\alpha, \bar{x}_{\alpha}}=\frac{y_{\alpha}^{\left(i_{\alpha}\right)}-y_{\alpha}^{\left(i_{\alpha}-1\right)}}{h_{\alpha}} \\
& y_{\alpha, x_{\alpha}}=\frac{y_{\alpha}^{\left(i_{\alpha}+1\right)}-y_{\alpha}^{\left(i_{\alpha}\right)}}{h_{\alpha}}, \quad \bar{K}_{\alpha}^{\left(i_{\alpha}\right)}=K_{\alpha}^{\left(i_{\alpha}-\frac{1}{2}\right)}
\end{aligned}
$$

Theorem 2. There exist no more then one solution of the difference scheme (5)-(8) .

Theorem 3. Let $u_{\alpha} \in C^{3}\left[0, l_{\alpha}\right],(\alpha=\overline{1, n})$. Then the solution of the difference scheme (5)-(8) uniformly converges to the solution of the problem (1)-(4) at the rate of $O(h)$, when $h \rightarrow 0$, where $h=\max _{1 \leq \alpha \leq n} h_{\alpha}$.

The proof of the theorems 2, 3 see in [1].
Remark. Let $u_{\alpha} \in C^{3}\left[0, l_{\alpha}\right],(\alpha=\overline{1, n})$. Then

$$
\begin{aligned}
&\left\|\Psi_{\alpha}^{\left(i_{\alpha}\right)}\right\|=O(h), \quad\left|\Theta_{0}\right| \\
&=O(h) \\
& i_{\alpha}=\overline{1, N_{\alpha}-1}, \quad \alpha=\overline{1, n} .
\end{aligned}
$$

where

$$
\Psi_{\alpha}^{\left(i_{\alpha}\right)}=\left(K_{\alpha} u_{\alpha, \bar{x}_{\alpha}}\right)_{x_{\alpha}}^{\left(i_{\alpha}\right)}-q_{\alpha}^{\left(i_{\alpha}\right)} u_{\alpha}^{\left(i_{\alpha}\right)}
$$

and

$$
\Theta_{0}=\sum_{\alpha=1}^{n} \frac{K_{\alpha}^{(1)}}{h_{\alpha}}\left(u_{\alpha}^{(1)}-u_{\alpha}^{(0)}\right)
$$

Let $u_{\alpha} \in C^{4}\left[0, l_{\alpha}\right],(\alpha=\overline{1, n}) . \quad$ Then, if instead of condition (8) we consider the following approximation of the conjunction conditions:

$$
\begin{align*}
& \sum_{\alpha=1}^{n} K_{\alpha}\left(0.5 h_{\alpha}\right) \frac{y_{\alpha}^{(1)}-y_{\alpha}^{(0)}}{h_{\alpha}}-  \tag{9}\\
& \quad-0.5 \sum_{\alpha=1}^{n} h_{\alpha}\left[q_{\alpha}^{(0)} y_{\alpha}^{(0)}+f_{\alpha}^{(0)}\right]=0
\end{align*}
$$

Then the error of approximation

$$
\begin{aligned}
\Theta_{0}= & \sum_{\alpha=1}^{n} K_{\alpha}\left(0.5 h_{\alpha}\right) \frac{u_{\alpha}^{(1)}-u_{\alpha}^{(0)}}{h_{\alpha}}- \\
& -0.5 \sum_{\alpha=1}^{n} h_{\alpha}\left[q_{\alpha}^{(0)} y_{\alpha}^{(0)}+f_{\alpha}^{(0)}\right]
\end{aligned}
$$

will have the order $O\left(h^{2}\right)$.
Indeed,

$$
\Theta_{0}=\sum_{\alpha=1}^{n}\left\{\left.K_{\alpha}(0) \frac{d u_{\alpha}}{d x_{\alpha}}\right|_{x_{\alpha}=0}-\right.
$$

$-0.5 h_{\alpha}\left(K_{\alpha}^{\prime}(0) u_{\alpha}^{\prime}(0)+K_{\alpha}(0) u_{\alpha}^{\prime \prime}(0)\right)-$
$\left.-0.5 h_{\alpha}\left(q_{\alpha}^{(0)} u_{\alpha}^{(0)}+f_{\alpha}^{(0)}\right)\right\}+O\left(h^{2}\right)=O\left(h^{2}\right)$,
as $\left.\sum_{\alpha=1}^{n} K_{\alpha}(0) \frac{d u_{\alpha}}{d x_{\alpha}}\right|_{x_{\alpha}=0}=0$
(conjunction condition) and

$$
\begin{aligned}
& K_{\alpha}^{\prime}(0) u_{\alpha}^{\prime}(0)+K_{\alpha}(0) u_{\alpha}^{\prime \prime}(0)-q_{\alpha}^{(0)} u_{\alpha}^{(0)}-f_{\alpha}^{(0)}+ \\
& =\left.\frac{\partial}{\partial x}\left(K_{\alpha} \frac{d u_{\alpha}}{d x_{\alpha}}\right)\right|_{x_{\alpha}=0}-q_{\alpha} u_{\alpha}^{(0)}-f_{\alpha}=0
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \quad\left\|\Psi_{\alpha}\right\|=O\left(h^{2}\right), \quad \alpha=\overline{1, n}, \quad\left|\Theta_{0}\right|=O\left(h^{2}\right) \\
& \text { if } u_{\alpha} \in C^{4}\left[0, l_{\alpha}\right]
\end{aligned}
$$

So, in the case of difference scheme (5)-(7), (9) the following theorem is true.

Theorem 4. Let $u_{\alpha} \in C^{4}\left[0, l_{\alpha}\right],(\alpha=\overline{1, n})$. Then the solution of the difference scheme (5)-(7), (9) uniformly converges to the solution of the problem (1)-(4) at the rate of $O\left(h^{2}\right)$, when $h \rightarrow 0$, where $h=\max _{1 \leq \alpha \leq n} h_{\alpha}$.

## 4 Variant of double-sweep method for difference equations (5)-(8)

Let us write the difference scheme (5)-(8) as a system of the linear algebraic equations:

$$
\begin{gather*}
\frac{K_{\alpha}^{\left(i_{\alpha}-1\right)}}{h_{\alpha}^{2}} y_{\alpha}^{\left(i_{\alpha}-1\right)}-\left(\frac{K_{\alpha}^{\left(i_{\alpha}-1\right)}+K_{\alpha}^{\left(i_{\alpha}\right)}}{h_{\alpha}^{2}}+q_{\alpha}^{\left(i_{\alpha}\right)}\right) \times \\
\times y_{\alpha}^{\left(i_{\alpha}\right)}+\frac{K_{\alpha}^{\left(i_{\alpha}\right)}}{h_{\alpha}^{2}} y_{\alpha}^{\left(i_{\alpha}+1\right)}=f_{\alpha}^{\left(i_{\alpha}\right)} \\
i_{\alpha}=\overline{1, N_{\alpha}-1}, \quad \alpha=\overline{1, n} \\
y_{\alpha}^{\left(N_{\alpha}\right)}=u^{(\alpha)}, \quad \alpha=\overline{1, n} \\
y_{\alpha}^{(0)}=y_{\beta}^{(0)}, \quad \alpha, \beta=\overline{1, n}  \tag{10}\\
\sum_{\alpha=1}^{n} \frac{K_{\alpha}^{(1)}}{h_{\alpha}}\left(y_{\alpha}^{(1)}-y_{\alpha}^{(0)}\right)=0
\end{gather*}
$$

Introduce the following denotations:

$$
\begin{gathered}
a_{\alpha}^{\left(i_{\alpha}\right)}=\frac{K_{\alpha}^{\left(i_{\alpha}-1\right)}}{h_{\alpha}^{2}}, \quad b_{\alpha}^{\left(i_{\alpha}\right)}=\frac{K_{\alpha}^{\left(i_{\alpha}\right)}}{h_{\alpha}^{2}} \\
c_{\alpha}^{\left(i_{\alpha}\right)}=\frac{K_{\alpha}^{\left(i_{\alpha}-1\right)}+K_{\alpha}^{\left(i_{\alpha}\right)}}{h_{\alpha}^{2}}, \quad m_{\alpha}=\frac{K_{\alpha}^{(0)}}{h_{\alpha}} . \\
i_{\alpha}=\overline{1, N_{\alpha}-1}, \quad \alpha=\overline{1, n} .
\end{gathered}
$$

Then the system of equations (10) can be rewritten in the following form:

$$
\begin{gather*}
a_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}-1\right)}-c_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}\right)}+ \\
+b_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}+1\right)}=f_{\alpha}^{\left(i_{\alpha}\right)}  \tag{11}\\
i_{\alpha}=\overline{1, N_{\alpha}-1}, \quad \alpha=\overline{1, n} \\
y_{\alpha}^{\left(N_{\alpha}\right)}=u^{(\alpha)}, \quad \alpha=\overline{1, n} \tag{12}
\end{gather*}
$$

$$
\begin{align*}
& y_{\alpha}^{(0)}=y_{\beta}^{(0)}, \quad \alpha, \beta=\overline{1, n}  \tag{13}\\
& \sum_{\alpha=1}^{n} m_{\alpha}\left(y_{\alpha}^{(1)}-y_{\alpha}^{(0)}\right)=0 \tag{14}
\end{align*}
$$

Suppose, that for the solution of difference equation (11) the relation holds:

$$
\begin{align*}
& y_{\alpha}^{\left(i_{\alpha}+1\right)}=\xi_{\alpha}^{\left(i_{\alpha}+1\right)} y_{\alpha}^{\left(i_{\alpha}\right)}+\eta_{\alpha}^{\left(i_{\alpha}+1\right)}, \\
& i_{\alpha}=\overline{0, N_{\alpha}-1}, \quad \alpha=\overline{1, n} . \tag{15}
\end{align*}
$$

then

$$
\begin{equation*}
y_{\alpha}^{\left(i_{\alpha}\right)}=\xi_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}-1\right)}+\eta_{\alpha}^{\left(i_{\alpha}\right)} \tag{16}
\end{equation*}
$$

Substituting expression (15) in the equation (11) we obtain

$$
\begin{aligned}
& a_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}-1\right)}-c_{\alpha}^{\left(i_{\alpha}\right)} y_{\alpha}^{\left(i_{\alpha}\right)}+ \\
& +b_{\alpha}^{\left(i_{\alpha}\right)}\left(\xi_{\alpha}^{\left(i_{\alpha}+1\right)} y_{\alpha}^{\left(i_{\alpha}\right)}+\eta_{\alpha}^{\left(i_{\alpha}+1\right)}\right)=f_{\alpha}^{\left(i_{\alpha}\right)}
\end{aligned}
$$

From this equation we define $y_{\alpha}^{\left(i_{\alpha}\right)}$ :

$$
\begin{aligned}
& y_{\alpha}^{\left(i_{\alpha}\right)}=\frac{a_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}} y_{\alpha}^{\left(i_{\alpha}-1\right)}+ \\
& +\frac{b_{\alpha}^{\left(i_{\alpha}\right)} \eta_{\alpha}^{\left(i_{\alpha}+1\right)}-f_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}} \\
& \left(c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)} \neq 0\right) .
\end{aligned}
$$

Comparing this equality with the equality (16) we obtain:

$$
\begin{gather*}
\xi_{\alpha}^{\left(i_{\alpha}\right)}=\frac{a_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}} \\
\eta_{\alpha}^{\left(i_{\alpha}\right)}=\frac{b_{\alpha}^{\left(i_{\alpha}\right)} \eta_{\alpha}^{\left(i_{\alpha}+1\right)}-f_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}}  \tag{17}\\
i_{\alpha}=N_{\alpha}-1, N_{\alpha}-2, \ldots, 1, \quad \alpha=\overline{1, n}
\end{gather*}
$$

Using the boundary conditions (12) to define $\xi_{\alpha}^{\left(N_{\alpha}\right)}$ and $\eta_{\alpha}^{\left(N_{\alpha}\right)}$, we obtain:

$$
\begin{equation*}
\xi_{\alpha}^{\left(N_{\alpha}\right)}=0, \quad \eta_{\alpha}^{\left(N_{\alpha}\right)}=u^{(\alpha)}, \quad \alpha=\overline{1, n} \tag{18}
\end{equation*}
$$

Recurrent relations (17), (18) allow to define coefficients

$$
\begin{gathered}
\xi_{\alpha}^{\left(i_{\alpha}\right)} \text { and } \eta_{\alpha}^{\left(i_{\alpha}\right)} \\
\left(i_{\alpha}=N_{\alpha}-1, N_{\alpha}-2, \ldots, 1, \alpha=\overline{1, n .}\right)
\end{gathered}
$$

$$
\text { if } c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)} \neq 0
$$

$$
\text { As }\left|c_{\alpha}^{\left(i_{\alpha}\right)}\right| \geq\left|a_{\alpha}^{\left(i_{\alpha}\right)}\right|+\left|b_{\alpha}^{\left(i_{\alpha}\right)}\right|, \quad i_{\alpha}=\overline{1, N_{\alpha}-1}
$$ $\alpha=\overline{1, n}$., therefore repeating the reasoning from [12], it can be proved, that $\left|\xi_{\alpha}^{\left(i_{\alpha}\right)}\right|<1$ and $\left|c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}\right| \geq\left|a_{\alpha}^{\left(i_{\alpha}\right)}\right|$.

Thus, we have proved that by means of recurrent formulas (17), (18) uniquely can be defined values of the coefficient

$$
\alpha=\frac{\xi_{\alpha}^{\left(i_{\alpha}\right)}, \quad \eta_{\alpha}^{\left(i_{\alpha}\right)} \quad\left(i_{\alpha}=N_{\alpha}-1, N_{\alpha}-2, \ldots, 1,\right.}{}
$$

Write out formulas (15) in case of $i_{\alpha}=0$ :

$$
y_{\alpha}^{(1)}=\xi_{\alpha}^{(1)} y_{\alpha}^{(0)}+\eta_{\alpha}^{(1)}, \quad \alpha=\overline{1, n}
$$

Insert these equalities in (14) and take into account relations (13), then we obtain:

$$
\sum_{\alpha=1}^{n} m_{\alpha}\left(\xi_{\alpha}^{(1)} y_{\alpha}^{(0)}-\eta_{\alpha}^{(1)}-y_{\alpha}^{(0)}\right)=0
$$

As $\left|\xi_{\alpha}^{(1)}\right|<1$, from the last equality we obtain:

$$
\begin{aligned}
& y_{1}^{(0)}=y_{\alpha}^{(0)}=\frac{\sum_{\alpha=1}^{n} m_{\alpha} \eta_{\alpha}^{(1)}}{\sum_{\alpha=1}^{n} m_{\alpha}-\sum_{\alpha=1}^{n} m_{\alpha} \xi_{\alpha}^{(1)}} \\
& \alpha=\overline{2, n}
\end{aligned}
$$

Collect all formulas of double-sweep method and write them down in order of application:

$$
\xi_{\alpha}^{\left(i_{\alpha}\right)}=\frac{a_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}}
$$

$$
\begin{gathered}
\eta_{\alpha}^{\left(i_{\alpha}\right)}=\frac{b_{\alpha}^{\left(i_{\alpha}\right)} \eta_{\alpha}^{\left(i_{\alpha}+1\right)}-f_{\alpha}^{\left(i_{\alpha}\right)}}{c_{\alpha}^{\left(i_{\alpha}\right)}-b_{\alpha}^{\left(i_{\alpha}\right)} \xi_{\alpha}^{\left(i_{\alpha}+1\right)}} \\
i_{\alpha}=N_{\alpha}-1, N_{\alpha}-2, \ldots, 0, \quad \alpha=\overline{1, n} \\
\xi_{\alpha}^{\left(N_{\alpha}\right)}=0, \quad \eta_{\alpha}^{\left(N_{\alpha}\right)}=u(\alpha), \quad \alpha=\overline{1, n} \\
y_{\alpha}^{\left(i_{\alpha}+1\right)}=\xi_{\alpha}^{\left(i_{\alpha}+1\right)} y_{\alpha}^{\left(i_{\alpha}\right)}+\eta_{\alpha}^{\left(i_{\alpha}+1\right)} \\
i_{\alpha}=\overline{0, N_{\alpha}-1}, \quad \alpha=\overline{1, n} \\
y_{\alpha}^{(0)}=\frac{\sum_{\alpha=1}^{n} m_{\alpha} \eta_{\alpha}^{(1)}}{\sum_{\alpha=1}^{n} m_{\alpha}-\sum_{\alpha=1}^{n} m_{\alpha} \xi_{\alpha}^{(1)}}, \quad \alpha=\overline{1, n}
\end{gathered}
$$

## 5 On one generalization of the problem (1)-(4)

Let us consider one generalization of problem (1)(4). Instead of graph let's consider $n$-half-planes in $R^{3}$, which are bounded by common boundary line $\gamma=\left(0, x_{0}\right)$. On these planes we consider the local coordinate systems: $\left(x_{0}, x_{1}\right),\left(x_{0}, x_{2}\right), \ldots,\left(x_{0}, x_{\mathrm{n}}\right)$.

Consider the following problem: find functions $u_{\alpha}\left(x_{0}, x_{\alpha}\right), \quad \alpha=\overline{1, n}$. which satisfy the differential equations

$$
\begin{align*}
& \frac{\partial^{2} u_{\alpha}}{\partial x_{0}^{2}}+\frac{\partial^{2} u_{\alpha}}{\partial x_{\alpha}^{2}}=f_{\alpha}\left(x_{0}, x_{\alpha}\right),  \tag{20}\\
& 0<x_{0}<l_{0}, \quad 0<x_{\alpha}<l_{\alpha}, \quad \alpha=\overline{1, n} .
\end{align*}
$$

boundary conditions

$$
\begin{gather*}
u_{\alpha}\left(0, x_{\alpha}\right)=a_{\alpha}\left(x_{\alpha}\right), \\
\alpha=\overline{1, n}, \quad 0 \leq x_{\alpha} \leq l_{\alpha},  \tag{21}\\
u_{\alpha}\left(l_{0}, x_{\alpha}\right)=b_{\alpha}\left(x_{\alpha}\right), \quad \alpha=\overline{1, n},  \tag{22}\\
0 \leq x_{\alpha} \leq l_{\alpha}, \\
u_{\alpha}\left(x_{0}, l_{\alpha}\right)=\varphi_{\alpha}\left(x_{0}\right), \quad \alpha=\overline{1, n},  \tag{23}\\
0 \leq x_{0} \leq l_{0},
\end{gather*}
$$

and conjunction conditions

$$
\begin{gather*}
u_{\alpha}\left(x_{0}, 0\right)=u_{\beta}\left(x_{0}, 0\right), \quad \alpha, \beta=\overline{1, n}  \tag{24}\\
\left.\sum_{\alpha=1}^{n} \frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{\alpha}}\right|_{x_{\alpha}=0}=0, \quad x_{0} \in\left[0, l_{0}\right] \tag{25}
\end{gather*}
$$

where

$$
\begin{aligned}
& a_{0}, b_{0} \in C^{1}\left[0, l_{\alpha}\right], \varphi_{\alpha} \in C^{1}\left[0, l_{\alpha}\right], \\
& f_{\alpha} \in C^{1}\left(\left[0, l_{0}\right] \times\left[0, l_{\alpha}\right]\right), \quad \alpha=\overline{1, n},
\end{aligned}
$$

are given functions.
Theorem 5. There exists no more then one regular solution of problem (20)-(25).

Proof. It is sufficient to prove that the homogeneous problem with the homogeneous boundary conditions corresponding to the problem (20)-(25) has only trivial solution. Consider this problem:

$$
\begin{align*}
& \frac{\partial^{2} u_{\alpha}}{\partial x_{0}^{2}}+\frac{\partial^{2} u_{\alpha}}{\partial x_{\alpha}^{2}}=0, \quad 0<x_{0}<l_{0}  \tag{26}\\
& 0<x_{\alpha}<l_{\alpha}, \quad \alpha=\overline{1, n}
\end{align*}
$$

$$
\begin{gather*}
u_{\alpha}\left(0, x_{\alpha}\right)=0, \quad \alpha=\overline{1, n}, \\
0 \leq x_{\alpha} \leq l_{\alpha},  \tag{27}\\
u_{\alpha}\left(l_{0}, x_{\alpha}\right)=0, \quad \alpha=\overline{1, n},  \tag{28}\\
0 \leq x_{\alpha} \leq l_{\alpha}, \\
u_{\alpha}\left(x_{0}, l_{\alpha}\right)=0, \quad \alpha=\overline{1, n},  \tag{29}\\
0 \leq x_{0} \leq l_{0}, \\
u_{\alpha}\left(x_{0}, 0\right)=u_{\beta}\left(x_{0}, 0\right), \quad \alpha, \beta=\overline{1, n},  \tag{30}\\
\left.\sum_{\alpha=1}^{n} \frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{\alpha}}\right|_{x_{\alpha}=0}=0, \quad x_{0} \in\left[0, l_{0}\right] . \tag{31}
\end{gather*}
$$

Multiply the equation (23) on function $u_{\alpha}\left(x_{0}, x_{\alpha}\right)$ and integrate it at first on the interval $\left[0, l_{\alpha}\right]$ with respect to variable $x_{0}$ and then on the interval $\left[0, l_{\alpha}\right]$ with respect to variable $x_{\alpha}$. Further sum up these equalities by $\alpha$ from 1 to $n$ :

$$
\begin{equation*}
\sum_{\alpha=1}^{n} \int_{0}^{l_{0} l_{\alpha}} \int_{0}\left(\frac{\partial^{2} u_{\alpha}}{\partial x_{0}^{2}}+\frac{\partial^{2} u_{\alpha}}{\partial x_{\alpha}^{2}}\right) u_{\alpha}\left(x_{0}, x_{\alpha}\right) d x_{0} d x_{\alpha}=0 \tag{32}
\end{equation*}
$$

To change the left hand-side of this equality first we need to be sure in the fairness of the following equalities (thereat take into account conditions (27)(31)):

$$
\begin{aligned}
& \sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha}} \int_{0}^{l_{0}} \frac{\partial^{2} u_{\alpha}}{\partial x_{\alpha}^{2}} u_{\alpha}\left(x_{0}, x_{\alpha}\right) d x_{0} d x_{\alpha}= \\
& =-\sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha}} \int_{0}^{l_{0}}\left(\frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right)^{2} d x_{0} d x_{\alpha}+ \\
& +\left.\sum_{\alpha=1}^{n}\left(\int_{0}^{l_{0}} \frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{\alpha}} u_{\alpha}\left(x_{0}, x_{\alpha}\right) d x_{0}\right)\right|_{0} ^{l_{\alpha}}=
\end{aligned}
$$

$$
=-\sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha} l_{0}} \int_{0}\left(\frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right)^{2} d x_{0} d x_{\alpha}
$$

Analogously:

$$
\begin{aligned}
& \sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha}} \int_{0}^{l_{0}} \frac{\partial^{2} u_{\alpha}}{\partial x_{0}^{2}} u_{\alpha}\left(x_{0}, x_{\alpha}\right) d x_{0} d x_{\alpha}= \\
& =-\sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha}} \int_{0}^{l_{0}}\left(\frac{\partial u_{\alpha}}{\partial x_{0}}\right)^{2} d x_{0} d x_{\alpha}+ \\
& +\left.\sum_{\alpha=1}^{n}\left(\int_{0}^{l_{\alpha}} \frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{0}} u_{\alpha}\left(x_{0}, x_{\alpha}\right) d x_{\alpha}\right)\right|_{0} ^{l_{0}}= \\
& =-\sum_{\alpha=1}^{n} \int_{0}^{l_{\alpha} l_{0}}\left(\frac{\partial u_{\alpha}}{\partial x_{0}}\right)^{2} d x_{0} d x_{\alpha} .
\end{aligned}
$$

Taking these equalities into account, from the (32) we obtain:

$$
\begin{equation*}
\sum_{\alpha=1}^{n} \int_{0}^{l_{0}} \int_{0}^{l_{0}}\left[\left(\frac{\partial u_{\alpha}}{\partial x_{0}}\right)^{2}+\left(\frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right)^{2}\right] d x_{0} d x_{\alpha}=0 \tag{33}
\end{equation*}
$$

From the last equation we obtain, that $\frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{0}}=0, \frac{\partial u_{\alpha}\left(x_{0}, x_{\alpha}\right)}{\partial x_{\alpha}}=0, \quad$ i.e. $u_{\alpha}\left(x_{0}, x_{\alpha}\right) \equiv \operatorname{const}(\alpha=\overline{1, n})$. Taking into account boundary conditions (27)-(29), we obtain that $u_{\alpha}\left(x_{0}, x_{\alpha}\right) \equiv 0$.

The theorem is proved.
Introduce the denotation

$$
\begin{aligned}
\Omega_{\alpha} & =\left(0, l_{0}\right) \times\left(0, l_{\alpha}\right), \quad \bar{\Omega}_{\alpha}=\left[0, l_{0}\right] \times\left[0, l_{\alpha}\right], \\
\alpha & =\overline{1, n}
\end{aligned}
$$

Let us consider the problem (20)-(25), but supposing that $a_{0}\left(x_{\alpha}\right) \equiv b_{0}\left(x_{\alpha}\right) \equiv \varphi_{0}\left(x_{\alpha}\right) \equiv 0$ and $f_{\alpha} \in L_{2}\left(\Omega_{\alpha}\right)$.

Introduce the following set of functions:

$$
\begin{aligned}
& \tilde{H}_{0}^{1}\left(\Omega_{\alpha}\right)=\left\{u_{\alpha}\left(x_{0}, x_{\alpha}\right): u_{\alpha} \in L_{2}\left(\Omega_{\alpha}\right),\right. \\
& \frac{\partial u_{\alpha}}{\partial x_{0}}, \frac{\partial u_{\alpha}}{\partial x_{\alpha}} \in L_{2}\left(\Omega_{\alpha}\right), \\
& \left.u_{\alpha}\left(0, x_{\alpha}\right)=u_{\alpha}\left(l_{0}, x_{\alpha}\right)=u_{\alpha}\left(x_{0}, l_{\alpha}\right)=0\right\}
\end{aligned}
$$

i.e. $\tilde{H}_{0}^{1}$ is Sobolev space of the first order on $\left(0, l_{0}\right) \times\left(0, l_{\alpha}\right)$ and equalize to zero on the boundary is meant in sense of trace (see for example [13]).

Let us define functions $v\left[x_{0}, x\right]$ on the set $\Omega \equiv \bigcup_{\alpha=1}^{n} \Omega_{\alpha} \subset R^{3}$ in the following way:
$v\left[x_{0}, x\right]=u_{\alpha}\left(x_{0}, x_{\alpha}\right)$, if

$$
\begin{aligned}
& \left(x_{0}, x_{\alpha}\right) \in \bar{\Omega}_{\alpha}, \quad u_{\alpha}\left(x_{0}, x_{\alpha}\right) \in \tilde{H}_{0}^{1}\left(\Omega_{\alpha}\right) \\
& \quad \alpha=\overline{1, n}
\end{aligned}
$$

## Denote

$$
\begin{gathered}
\tilde{H}_{0}^{1}(\Omega)=\left\{v\left[x_{0}, x\right]: u_{\alpha}\left(x_{0}, x_{\alpha}\right) \in \tilde{H}_{0}^{1}\left(\Omega_{\alpha}\right)\right. \\
\left.u_{\alpha}\left(x_{0}, 0\right)=u_{\beta}\left(x_{0}, 0\right), \alpha, \beta=\overline{1, n}, x_{\alpha} \in\left[0, l_{\alpha}\right]\right\} .
\end{gathered}
$$

Introduce in this space the scalar product and the norm induced by this product:

$$
\begin{aligned}
& \left(v_{1}\left[x_{0}, x\right], v_{2}\left[x_{0}, x\right]\right)_{\tilde{H}_{0}^{1}(\Omega)}= \\
& \quad=\sum_{\alpha=1}^{n}\left(v_{1 \alpha}\left(x_{0}, x_{\alpha}\right), v_{2 \alpha}\left(x_{0}, x_{\alpha}\right)\right)_{\tilde{H}_{0}^{1}\left(\Omega_{\alpha}\right)} \\
& v_{1}[,], v_{2}[,] \in \tilde{H}_{0}^{1}(\Omega) \\
& \left\|v\left[x_{0}, x\right]\right\|_{\tilde{H}_{0}^{1}(\Omega)}=\left(v\left[x_{0}, x\right], v\left[x_{0}, x\right]\right)_{\tilde{H}_{0}^{1}(\Omega)}^{1 / 2}
\end{aligned}
$$

The generalized solution of the problem (20)-(25) with the homogeneous boundary conditions we call the function $v\left[x_{0}, x\right] \in \tilde{H}_{0}^{1}(\Omega)$, for which the equality takes place:

$$
\begin{align*}
& a\left[v\left[x_{0}, x\right], u\left[x_{0}, x\right]\right]= \\
& \quad=-\left(F\left[x_{0}, x\right], u\left[x_{0}, x\right]\right)_{\tilde{H}_{0}^{1}(\Omega)} \tag{34}
\end{align*}
$$

for any function $u\left[x_{0}, x\right] \in \tilde{H}_{0}^{1}(\Omega)$, where

$$
\begin{align*}
& a\left[v\left[x_{0}, x\right], u\left[x_{0}, x\right]\right]= \\
& \quad=\sum_{\alpha=1}^{n} \int_{\Omega_{\alpha}}\left(\frac{\partial u_{\alpha}}{\partial x_{0}} \frac{\partial v_{\alpha}}{\partial x_{0}}+\frac{\partial v_{\alpha}}{\partial x_{\alpha}} \frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right) \tag{35}
\end{align*}
$$

and $F\left[x_{0}, x\right]=f_{\alpha}\left(x_{0}, x_{\alpha}\right), \quad$ if

$$
\left(x_{0}, x_{\alpha}\right) \in \bar{\Omega}_{\alpha}, \quad \alpha=\overline{1, n} .(\text { see [6], [7]). }
$$

Theorem 6. There exists a unique generalized solution $v \in \tilde{H}_{0}^{1}(\Omega)$ of the problem (20)-(25).

Proof. It can be easily shown, that the $a\left[v\left[x_{0}, x\right], u\left[x_{0}, x\right]\right]$ is continuous and coercive on $\tilde{H}_{0}^{1}(\Omega)$ [13]. From this, on the basis of LaxMilgram Theorem the fairness of statement of the theorem immediately follows.

## 6 Difference scheme for numerical solution of the problem (20)-(25)

Let's define the meshes:

$$
\begin{aligned}
& \omega_{\alpha}=\left\{\left(x_{0}, x_{\alpha}\right) \mid x_{0}^{i_{0}}=i_{0} h_{0}, \quad x_{\alpha}^{i_{\alpha}}=i_{\alpha} h_{\alpha}\right. \\
& \left.i_{0}=1, \ldots, N_{0}-1 ; \quad i_{\alpha}=0, \ldots, N_{\alpha}-1\right\} \\
& \bar{\omega}_{\alpha}=\omega_{\alpha} \cup\left\{x_{0}^{0} ; x_{\alpha}^{\left.N_{\alpha}\right)}\right\} \\
& \gamma_{1}=\left\{\left(x_{0}, x_{\alpha}\right) \mid\left(x_{0}^{0} ; x_{\alpha}^{i_{\alpha}}\right), i_{\alpha}=\overline{0, N_{\alpha}}\right\} \\
& \gamma_{2}=\left\{\left(x_{0}, x_{\alpha}\right) \mid\left(x_{0}^{N_{0}} ; x_{\alpha}^{i_{\alpha}}\right), i_{\alpha}=\overline{0, N_{\alpha}}\right\} \\
& \gamma_{3}=\left\{\left(x_{0}, x_{\alpha}\right) \mid\left(x_{0}^{i_{0}} ; x_{\alpha}^{0}\right), i_{0}=\overline{0, N_{0}}\right\} \\
& \gamma_{4}=\left\{\left(x_{0}, x_{\alpha}\right) \mid\left(x_{0}^{i_{0}} ; x_{\alpha}^{N_{\alpha}}\right), i_{0}=\overline{0, N_{0}}\right\}
\end{aligned}
$$

$$
(\alpha=\overline{1, n}) . \quad \omega=\bigcup_{\alpha=1}^{n} \omega_{\alpha}, \quad \bar{\omega}=\bigcup \bar{\omega}_{\alpha} .
$$

Introduce also the following denotations:

$$
\begin{aligned}
& y_{\alpha}=y_{\alpha}^{\left(i_{0}, i_{\alpha}\right)}=y_{\alpha}\left(x_{0}^{i_{0}}, x_{\alpha}^{i_{\alpha}}\right) \\
& y_{\alpha}^{\left( \pm 1_{0}\right)}=y_{\alpha}\left(x_{0}^{i_{0} \pm 1}, x_{\alpha}^{i_{\alpha}}\right) \\
& y_{\alpha}^{\left( \pm 1_{\alpha}\right)}=y_{\alpha}\left(x_{0}^{i_{0}}, x_{\alpha}^{i_{\alpha} \pm 1}\right) \\
& y_{\alpha x_{0}}=\left(y_{\alpha}^{\left(+1_{0}\right)}-y_{\alpha}\right) / h_{0} \\
& y_{\alpha \bar{x}_{0}}=\left(y_{\alpha}-y_{\alpha}^{\left(-1_{0}\right)}\right) / h_{0} \\
& y_{\alpha x_{\alpha}}=\left(y_{\alpha}^{\left(+1_{\alpha}\right)}-y_{\alpha}\right) / h_{\alpha} \\
& y_{\alpha \bar{x}_{\alpha}}=\left(y_{\alpha}-y_{\alpha}^{\left(-1_{\alpha}\right)}\right) / h_{\alpha}
\end{aligned}
$$

Let's put in conformity to the problem (20)-(25) the difference scheme

$$
\begin{align*}
& \Delta_{h_{\alpha}} y_{\alpha}=f_{\alpha}, \quad \bar{x}=\left(x_{0}, x_{\alpha}\right) \in \omega_{\alpha}  \tag{36}\\
& y_{\alpha}(\bar{x})=a_{\alpha}(\bar{x}), \quad \bar{x} \in \gamma_{1}  \tag{37}\\
& y_{\alpha}(\bar{x})=b_{\alpha}(\bar{x}), \quad \bar{x} \in \gamma_{2}  \tag{38}\\
& y_{\alpha}(\bar{x})=\varphi_{\alpha}(\bar{x}), \quad \bar{x} \in \gamma_{3}  \tag{39}\\
& y_{\alpha}\left(x_{0}, 0\right)=y_{\beta}\left(x_{0}, 0\right), \quad \alpha, \beta=\overline{1 . n}  \tag{40}\\
& \sum_{\alpha=1}^{n} y_{\alpha x_{\alpha}}=0, \quad \bar{x} \in \gamma_{4} \tag{41}
\end{align*}
$$

where $\Delta_{h_{\alpha}} y \equiv y_{\bar{x}_{0} x_{0}}+y_{\bar{x}_{\alpha} x_{\alpha}}$.

It is easy to show that if initial problem (20)-(25) has sufficiently smooth solution, then (36) approximates the equation (20) with error $O\left(h_{0}^{2}+h_{\alpha}^{2}\right)$ and the condition (41) approximates the condition (25) with error $O\left(\sum_{\alpha=1}^{n} h_{\alpha}\right)$.

So, the scheme (36)-(41) approximates the problem (20)-(25) with error $O\left(\sum_{\alpha=0}^{n} h_{\alpha}\right)$.

For the numerical solution of the problem (20)(25) it is possible to construct the scheme with error $O\left(\sum_{\alpha=0}^{n} h_{\alpha}^{2}\right)$.

For this purpose the condition (25) can be approximated as follows:

$$
\begin{equation*}
\sum_{\alpha=1}^{n}\left[\frac{2}{h_{\alpha}} y_{\alpha x_{\alpha}}+y_{\alpha \bar{x}_{0} x_{0}}-f_{\alpha h}\right]=0 \tag{42}
\end{equation*}
$$

According to (40), $y_{\alpha}=y_{\beta}$ at $\left(x_{0}^{\left(i_{0}\right)}, 0\right)$; therefore (42) can be rewritten as follows:

$$
2 \sum_{\alpha=1}^{n} \frac{1}{h_{\alpha}} y_{\alpha x_{\alpha}}+n y_{\bar{x}_{0} \bar{x}_{0}}-F=0
$$

where

$$
y \equiv y_{\alpha} ; \quad \bar{x}=\left(x_{0}, 0\right) \quad(\alpha=\overline{1, n}), \quad F=\sum_{\alpha=1}^{n} f_{\alpha h}
$$

Further, for simplicity of the statemen,t we will consider that

$$
\begin{equation*}
a_{\alpha}(\cdot)=b_{\alpha}(\cdot) \equiv 0, \text { also } f_{\alpha}(\cdot, \cdot) \equiv 0 \tag{43}
\end{equation*}
$$

The problem (20)-(25) at the accepted assumptions (43) can be solved formally in the form of a row
$u_{\alpha}\left(x_{0}, x_{\alpha}\right)=\sum_{k=1}^{\infty}\left(c_{\alpha k} e^{-k \pi x_{\alpha}}+d_{\alpha k} e^{k \pi x_{\alpha}}\right) \sin k \pi x_{\alpha}$,
where

$$
\begin{aligned}
& c_{\alpha k}=\frac{2}{\pi} \frac{e^{k \pi} \sum_{\alpha=1}^{n} \varphi_{\alpha k}}{\left(e^{2 k \pi}-e^{-2 k \pi}\right)}-\frac{\varphi_{\alpha k}}{e^{k \pi}-e^{-k \pi}} \\
& d_{\alpha k}=\frac{2}{\pi}\left(e^{-k \pi} \sum_{\alpha=1}^{n} \varphi_{\alpha k}\right. \\
& (\alpha=\overline{1, n})
\end{aligned}
$$

$\varphi_{\alpha k} \quad k$-th coefficient of Fure row for function $\varphi_{\alpha}\left(x_{\alpha}\right)$.

It is easy to notice, that the row (44) represents the solution of the problem (20)-(25), if $\varphi_{\alpha k}\left(x_{\alpha}\right) \in C^{3}([0,1])$.

Similarly it is possible to construct the solution of the scheme (36) - (41) at assumptions (43).

It is possible to search the solution of (36)-(41) in the form of finite sum on mesh area $\omega$. The technology of construction of the solution of difference scheme repeats the reasonings, applied when formula (44) is obtained. Simple generalisation of methods for estimation of accuracy of difference schemes for rectangular area in case of mixed boundary conditions [12] (the consideration on one of the parties of the rectangle Neumann's condition) allows to prove the convergence of solution of the difference scheme (36)-(41) to sufficiently smooth solution of initial problem with a speed $O\left(\sum_{\alpha=1}^{n} h_{\alpha}\right)$.

The questions of convergence for specified difference scheme (36)-(40)-(42) by us are not investigated.
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