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1 Introduction

The development of arti�cial intelligence forms
greatly preoccupies many specialists from �elds sit-
uated at the boundaries between engineering, infor-
matics and mathematics. For them, the problem of
creating some performant software applications that
establish and coordinate the path through obstacles is
a central one.

In order to illustrate, on the one hand, the multi-
tude of applications, and on the other hand, the diver-
sity of the methods that approach the problems dis-
cussed, we will mention, for instance, the papers [3,
4, 6, 8] recently published by the World Scienti�c and
Engineering Academy and Society.

Due to the more and more exacting demands, the
solutions provided until now are not thoroughly satis-
factory and the problem still remains unsolved. That
is the reason why any new method to approach it, is
more than welcomed.

From the theoretical point of view, the main idea
that we would like to highlight in this paper is of
pure geometrical nature. It consists in associating
the topography of the environment investigated by the
system with a Riemannian differentiable manifold, re-
lated to which the access ways from one point to an-
other should be chosen among its geodesics.

In this paper we will show that there are multi-
ple ways of turning this idea into reality, ways that
highlight two different categories of geometrical mod-
els, namely, one made up of geometrical models with
singularities and another one made up of geometrical

models without singularities.
Related to this fact, it is very important to high-

light that each of the methods determined by both
types of models has advantages and disadvantages that
the other one does not have.

Therefore, it is recommended that software de-
signers choose the work method only after a thorough
analysis of both variants has been made.

The importance of the study presented in this pa-
per, is not restricted only to building some very intu-
itive geometrical models that solve the problems re-
lated to the movement control. Actually, its impor-
tance is emphasized by the fact that the study also pro-
vides means that enable, indeed, the implementation
of the models proposed according to the requirements
implied by the operating capacity of a computer. More
precisely, in this paper we will develop the mathemat-
ical instrument for each of the presented models, as
well, based on which the chosen variant can be turned
into practice.

This last task is even more dif�cult to solve than
the �rst one because the system must be designed to
work under very general conditions: the space where
it operates is not a priori known, but on the contrary, it
is due to be explored, expressing in this way the con-
crete situation from the location and from the moment
of time when the automaton begins its activity. Thus,
the �nal part of this paper is dedicated to presenting
the numerical processing modalities of the informa-
tion transmitted by the system to the theoretical model
and vice versa.
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To carry out of this desideratum, it is necessary
on the one hand, to search some special techniques to
construct some mathematical objects required by the
theoretical models used, which are compatible with
the increased degree of generality of the studied prob-
lem and with the computer operating capacity, and on
the other hand, to extend the classical methods of the
numerical discretizing of the boundary-value prob-
lems so that these can be used to approximate the ex-
tremals with �xed limits of the variational problems,
too. Apart from the importance of enabling the prac-
tical use of the theoretical models developed by us in
this paper, this last result has a pure mathematical rel-
evance, too.

2 Geometrical models of the motion
through obstacles

In order to simplify the explanation, the model that
we intend to construct generally provides solutions for
situations that can be expressed in 2 D, as well as im-
ages taken from high altitude. The main ideas that
lie at the core of these theoretical models can be also
extended, so that it can be applied in the case of tridi-
mensional images, too.

The enuntiaton of the problem. An image I
that contains a certain number of obstacles, is being
watched on a computer screen. After marking down
the departure point of a robot on this image, as well as
the arrival point where the robot is expected to arrive,
we are interested in determining a method to establish
a path that must be followed in order to avoid colli-
sions with ambient obstacles.

From the study that we have carried out on this
issue, two different ways of approaching it have re-
sulted; they are presented in the following two sub-
paragraphs.

2.1 Geometrical models with singularities

The �rst idea related to solving this problem con-
sists: 1) in the mathematical modeling of the image
I through a reunion M of multiple connected do-
mains from R2, whose frontiers are determined by the
boundaries of the surface on which the image I has
been projected, as well as by the contour of the regions
occupied by the obstacles that populate the image I;
and 2) in the determination of a Riemannian metric
gij ; i; j = 1; 2, onM , whose geodesics would repre-
sent the possible paths to follow through the obstacles
of the image I2.

2It must not be expected that the path between two locations,
established through our model is the shortest among possible al-

In order to simplify the explanation on how to
build the model, we will assume for the time being,
that the set M is made up of a single component. In
this way M limits to a multiple connected domain
whose inner boundaries coincide with the contour of
the obstacles that the image I includes.
Observations 1) The general case earlier mentioned
is imposed by the situations when the image I con-
tains obstacles that cross it from one end to the other,
dividing it in disjunctive areas without any possibility
to avoid.

2) The geometrical model, whose construction
will be described for the special case when the setM
is made up of one single connected component, can be
easily extended to the case when the set M contains
more such components.

In order to determine the metric gij , i, j = 1,
2, we propose the following construction: Consid-
ering the set F, given by the reunion of all inte-
rior frontiers of the multiple connected domain M
(the reunion of the demarcation lines of the obsta-
cles from the image I), then, the Monge surface
S : r (x; y) = (x; y; z (x; y)) ; (x; y) 2 M; where
z = z (x; y) may be any differentiable function that
has an unbounded behavior on F, will represent the
model of the manifold (M; gij) in R3, the metric
gij ; i; i = 1; 2, being the Euclidian metric re-
striction of the arithmetical space R3 to S, namely
g11 = (rx; rx) = 1 +

�
@z
@x

�2, g12 = g21 = (rx; ry)

= (ry; rx) =
@z
@x

@z
@y , g22 = (ry; ry) = 1 +

�
@z
@y

�2
,

where rx =
�
1; 0; @z@x

�
, ry =

�
0; 1; @z@y

�
, and (�, �)

represent the usual Euclidian inner product in R3.
In order to use this model in practice it is neces-

sary to describe a concrete method to determine the
function z = z (x; y) that could be also easily de-
termined by means of the computer which the robot
is endowed with, because the topography of the space
where this is going to move, is not a priori determined,
on the contrary, it is one that needs to be explored each
moment. This method consists in choosing z of the
form

z = f (d (x; y)) ; (x; y) 2M; (1)
where f is a differentiable function from (0; 1) to R
so that lim

x&0
jf (x)j = 1, and d (x; y) is the Euclid-

ian distance between the point (x; y) 2 M and the
set F, for example: z (x; y) = 1

d(x; y) , or z (x; y) =
1

d2(x; y)
, or z (x; y) = ln d (x; y), etc.

ternatives from the point of view of an intuitively-Eucleedean ap-
proach. Indeed, let us not forget that this path is geodesic only
in rapport with the metric of the model we are constructing. For
us, the only practical feature of the path is that it helps us avoid
collisions with obstacles within the environment.
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Due to the way it has been de�ned, the function
z = z (x; y) tends in absolute value to+1 each time
the point A (x; y) (the automaton) gets close to an
obstacle (to any of the interior frontiers of the domain
M ).

In comparison with the metric E = g11, F =
g12 = g21, G = g22, the line element onM will have
the following expression ds2 = Edx2 + 2Fdxdy +
Gdy2, and the length of a curve  (t) = (x (t) ; y (t)),
t 2 [a; b], a < b, will be calculated using the formula

l =

bZ
a

p
Ex02 + 2Fx0y0 +Gy02dt: (2)

In this way, in order to determine the geodesics of the
manifold (M; gij) ; to the integral (2) we apply the
Euler - Lagrange equations�

Lx � d
dtLx0 = 0;

Ly � d
dtLy0 = 0;

(3)

where L (x; y; x0; y0) =
p
Ex02 + 2Fx0y0 +Gy02:

It is to be noticed that the above relations form
an ordinal differential equations system of second or-
der with x and y as unknown functions (of the para-
meter t) whose general solutions x = x (t; C1, C2),
y = y (t; C3, C4), depend on 4 integration constants
C1, C2, C3, C4, which can theoretically be deter-
mined from the condition that the geodesic  (t) =
(x (t) ; y (t)), t 2 [a; b], should pass through the
point A (xa; ya) (the robot's departure point) at the
moment t = a; and through the point B (xb; yb)
(the robot's arrival or destination point) at the moment
t = b. Thus, the problem of �nding the path between
obstacles for a robot that shifts between two prede-
�ned locations A and B is solved from the theoretical
point of view.

In the general case, when M is not a connected
set, this statement should be only referred to the case
when the points A and B belong to the same con-
nected component of the setM .

Of course, the problem of determining the dis-
tance function d = d (x; y), that has been used to
build the above mentioned Riemann model, remains
open. This problem will be separately addressed in
the next paragraph.

From the practical point of view, the implementa-
tion of this theoretical model into computer language
will be made using the numerical integration of the
boundary-value problem8>><>>:
Lx � d

dtLx0 = 0,
Ly � d

dtLy0 = 0,
x (a) = xa; x (b) = xb; y (a) = ya; y (b) = yb,
xa; xb; ya; yb, given real values.

(4)

Since this type of Dirichlet problem has not been
studied in the specialized theory, a personal variant to
solve it will be presented in paragraph 4 of this paper.

2.2 Geometrical models without singulari-
ties

The second idea to solve the problem, formulated at
the beginning of this paragraph, relies on the mathe-
matical modeling of the video image I within a con-
vex domain D from R2 and of a Riemannian metric
gij , i, j = 1, 2; de�ned on D whose geodesics repre-
sent the robot's possible routes to move through (i.e.
routes that avoid the obstacles of the given image).

In the present variant, the domainD is simply de-
�ned as a set from R2, homeomorphic with the set of
the points of the surface on which image I is projected
(for example, a computer screen).

The de�nition of the Riemannian metric gij , i,
j = 1, 2, requires some preparation.

In D the obstacles that populate the image I are
represented by their demarcation boundaries.
Observations 1)Within the �rst model, the varietyM
was built by means of the set of points belonging to
the domain D minus the set of points occupied by the
obstacles that populated the image I.

2) Within the present model, no point is removed
from the domain D, the representation of the obsta-
cles that populate the image I being only realized in
a symbolic manner.

Let F be the reunion of all these boundaries that
symbolize the placement of the obstacles of image I
and let d : D ! R+ be the function that de�nes the
Euclidean distance from an arbitrary point (x; y) 2 D
to F. With the help of d = d(x; y) we want to build a
function z : D ! R that would take values on F that
are larger (or smaller) than in the points ofD; situated
outside the surfaces that symbolize the obstacles of
the image I. For example, we can consider

z(x; y) = K e�
d2(x;y)

2�2 ; or z(x; y) = K

1+
d2(x;y)

2�2

;

whereK and � are two real parameters among which
K is a very large number in absolute value and � is
a strictly positive number. Also, for any function f
:(0; 1) ! R with the property lim

x&0
jf (x)j = 1,

and for any real parameter " > 0, small enough, we
can as well consider

z = f (d (x; y) + ") : (5)

Indeed, for well chosen values of parameters K or "
the corresponding z functions can take on F values as
large as wanted.
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With the help of the function z = z(x; y) de-
�ned previously, we consider the Monge surface S :
r(x; y) = (x; y; z(x; y)); (x; y) 2 D: On this sur-
face we consider then the restriction gij , i, j = 1,
2, of the usual Euclidean metrics of the R3 space,
namely

g11 = E = (rx; rx) = 1 +
�
@z
@x

�2, g12 = g21
= F = (rx; ry) = (ry; rx) =

@z
@x

@z
@y , g22 = G =

(ry; ry) = 1 +
�
@z
@y

�2
; where rx = (1; 0; @z@x), ry

= (0; 1; @z@y ); and (�; �) represent the Euclidean inner
product of the R3space.

Due to the elaborated construction we can con-
sider the metric gij , i, j = 1, 2 of the surface S, that
is de�ned onD and in this way we can regard the pair
(D, gij) as a Rimannian space that it is associated to
the problem related to obstacles avoidance.

Further on, we will present the arguments accord-
ing to which we can consider that, in general, the geo-
desics of this variety avoid the obstacles of the image
I.

Let us assume for the moment that the image I
only contains an obstacle O which does not cross it
from one end to the other and let us denote by sO
the surface occupied by O in the domain D. Now,
let A and B be two points in DnsO and [AB](t) =
(x(t); y(t)), t 2 [a; b], a < b, be a simple curve
(i.e. a curve that does not intersect itself) from D that
joins them. If the curve [AB] has the representatione[AB](t) = (x(t); y(t); z(x(t); y(t))), t 2 [a; b]
on S, then, within the hypothesis we have earlier as-
sumed, the length of the curve e[AB] is considerably
larger (or smaller) if its projection [AB] on the plane
of the domain D intersects the surface sO compared
to the case when it does not intersect this surface. In-
deed, in R3 the length of the curve e[AB] is calculated
in connection with the usual Euclidean metric, and, as
a result, the intuitive representation of the length no-
tion works.

Thus, in comparison with the metrics gij , i,
j = 1, 2, de�ned on D, the simple curves that avoid
the surfaces that designate the obstacles of the image
I are shorter than those who intersect these surfaces.
This result derives from the fact that the length of the
curve e[AB] calculated by using the usual Euclidean
metric of the space R3 coincides with the length of
the curve calculated by using the metric gij , i, j = 1,
2; earlier built. Thus, the geodesics of the manifold
(D; gij) avoid, in general, the obstacles of the image
I.
Observations 1) This remarkable property must be
used with caution, as, unlike the situation presented
in the previous subsection, we now can not assert that

all geodesics of the manifold (D; gij) avoid the ob-
stacles of the image I. Indeed, within a geometri-
cal model without singularities, even when there is
no access path between two given points, their union
through a geodesic, remains possible due to the fact
that the manifold (D; gij) is connected. Also, we can
not assert that every path which avoids the obstacles
of the image I is to be found among the geodesic of
the manyfold (D; gij), as paths of various lengths
may exist, and can provide access ways between the
two given points. Thus, in very accurate terms, the
property presented earlier only allows us to restrict
the search to the geodesics of the manifold (D; gij)
when looking for paths which avoid the obstacles of
the image I:

2) Obviously, all these precautions that we must
take into consideration when we choose the model
without singularities as a work method, diminish the
importance of this method, yet we must not forget that
this work variant has its own advantages that still
make it of interest.

3) A way to decide whether a geodesic of the man-
ifold (D; gij) is or not the searched path, would be to
set some acceptance length limits.

After having established the applicability limits
of this remarkable property, all that we have to do is
to indicate how the geodesics of the space (D; gij)
can be found.

The technique to determine the geodesics of the
manifold (D; gij) is similar to the one presented in
the case of the manifolds (M; gij) whereM is a do-
main or a reunion of multiple connected domains. In-
deed, if we denote g11 = E, g12 = g21 = F ,
g22 = G; then the square of the arch element on D
has the following expression ds2 = Edx2 + 2Fdxdy
+ Gdy2 and the length of an arch of the curve (t) =
(x(t); y(t)), t 2 [a; b] will be calculated using the
formula l =

R b
a

p
Ex02 + 2Fx0y0 +Gy02dt:

Therefore, in order to �nd the geodesics of
(D; gij) we should only determine the extremals of
the functional  ! l ,  : [a; b] ! D, with �xed
limits  (a) = (xa; ya),  (b) = (xb; yb), namely use
the well-known Euler-Lagrange equations system�

Lx � d
dtLx0 = 0;

Ly � d
dtLy0 = 0;

(6)

where L (x; y; x0; y0) =
p
Ex02 + 2Fx0y0 +Gy02:

Observations 1) The fact that the systems (3) and (6)
are different is due to the metrics gij , i, j = 1, 2, used
in each of the cases, and ultimately, due to the func-
tions z = z (x; y) used to build the models (M; gij),
and respectively, (D; gij) :
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2) If we denote by g"ij , i, j = 1, 2, the met-
rics de�ned on D with the help of functions z, hav-
ing the form (5), then the models with singularities
(M; gij) can be regarded as the (limiting) boundary
cases of some models without singularities of the form�
D; g"ij

�
. This remarkable property that enhances

the connection between the two mathematical models
will be intensely used when we will describe the way
these models can be used in practice.

3 The determination of the function
d

Because of the context we assume, the problem of de-
termining the distance function d = d (x; y) must
supplementary satisfy the following two conditions:

1) the process of determining the function d must
be applicable to an image I which is beforehand un-
known;

2) this process must be translatable into computer
language.

Next, two ways of computer based approxima-
tions of this type of function will be presented; the �rst
one belongs to M. Demi (see[1]) and the second one
is a variant of the previous, that has been presented by
us in [7].

Let us suppose that a certain given image is pro-
jected on a computer screen. The pixel gray levels by
coordinates (x; y) will be denoted by I = I (x; y).
Thus a function with real values de�ned on the screen
surface is obtained. In the above mentioned paper,
M. Demi analyzes the video images by using a class
of Gaussian �lters H� (x; y) = (h�x � I)2 (x; y)
+
�
h�y � I

�2
(x; y), � > 0; where h�x (x; y) =

� x
�2
e�

x2+y2

2�2 , h�y (x; y) = � y
�2
e�

x2+y2

2�2 , are the par-

tial derivatives of the function h� (x; y) = e�
x2+y2

2�2 ,
and "�" is the convolution product. According to M.
Demi's theory [1], in the particular case when the
gray level of the analyzed image would have the dis-

tribution I (x; y) =
�
0, y > mx
�, y � mx ; �, m 2 R,

� 6= 0, the Gaussian �lter H�, would admit the fol-

lowing expression: H� (x; y) = 2��2�2e�
d2(x; y)

�2 ,
where d = d (x; y) represents the Euclidean distance
from the point (x; y) to the line y = mx. Due to this
result, in order to actually determine the function d2
= d2(x; y); following formulas can be used d2 (x; y)
= ��2 lnH� (x; y) + �2 ln 2��2�2; or d2 (x; y) =
�4

H2
�x (x; y)+H

2
�y (x; y)

4H2
�(x; y)

; (see [1]).

Observation Obviously, in the case of an arbitrary

image I, none of the previous formulas will no longer
provide the square of an authentic Euclidean distance,
except for a more or less exact estimation of it. There
are two reasons why we suggest however the utiliza-
tion of the earlier mentioned proceeding. The �rst
reason is due to the fact that the results this proceed-
ing provides are in most of the cases acceptable and
the second reason is due to the computation method
used to approximate the function d. Thus, except for
some simple arithmetical operations, the computer is
used only to calculate certain convolution products
for whose evaluation one can use, for instance, the
trapezoidal method or the Simpson`s method (for de-
tails see, for example, [2]).

This paragraph ends by describing a second
method to determine the function d = d (x; y).

In the paper [7] it has been shown that by re-

placing the Gaussian function h� (x; y) = e�
x2+y2

2�2 ,
� > 0, by a function of the form h� (x; y) =

1

1+x2+y2

2�2

, � > 0, the corresponding �lter H� (x; y)

= (h�x � I)2 (x; y) +
�
h�y � I

�2
(x; y), � > 0,

will be expressed, in the particular case I (x; y) =�
0, y > mx
�, y � mx , �, m 2 R, � 6= 0, by means of

the same distance function d that has previously been
mentioned. More precisely there is H� (x; y) =
2�2�2�2

1+
d2(x; y)

2�2

, � > 0, where d = d (x; y) is the Euclid-

ean distance from the point (x; y) to the line y = mx.
From the previous formula one can deduce

d2 (x; y) = 2�2 2�
2�2�2�H�(x; y)
H�(x; y)

:

The relation obtained satis�es the requirements
formulated at the beginning of the paragraph as well,
namely it provides a compatible alternative to a com-
puter operating capacity in order to obtain a satisfac-
tory approximation of the distance function, required
by the theoretical models presented in the previous
paragraph.

4 The numerical discretization of the
Dirichlet problem (4)

Since the boundary-value problem (4) which the prac-
tical utilization of the theoretical models to determine
the path between obstacles depends on, does not �t
into the typology of the problems solved by means
of the numerical analysis, we shall have to �nd new
methods in order to solve it.

Thus, in order to numerically solve the problem
(4), we shall propose a special variational approxima-
tion method, in this paragraph. The method used in
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the �eld literature for the discretization of the ellip-
tical boundaries problems, see for example [5], has
served as inspiration source for it. Let (x (t), y (t)),
t 2 [a; b], a < b, be a solution of the Dirichlet prob-
lem (4). After performing the substitutions x (t) =ex (t)+ t�a

b�axb+
b�t
b�axa, y (t) = ey (t)+ t�a

b�ayb+
b�t
b�aya;

t 2 [a; b], the initial Dirichlet problem (4) transforms
into the equivalent Dirichlet problem:8<:

eLex � d
dt
eLex0 = 0,eLey � d

dt
eLey0 = 0,ex (a) = ey (a) = ex (b) = ey (b) = 0, ; (7)

where eL(t, ex, ey, ex0, ey0) = L(ex (t) + t�a
b�axb +

b�t
b�axa,ey (t) + t�a

b�ayb +
b�t
b�aya, ex0 (t) + xb�xa

b�a , ey0 (t) +
yb�ya
b�a ). Next, the preparations required by a varia-
tional formulation of the problem (7) are being made.
Let V be the space of functions continuous almost
everywhere on the interval [a; b], (a < b) that van-
ish in a and in b. Any function from V is derivable,
at least with respect to the distribution theory. There-
fore, the determination of two functions ex, and ey from
V so that8>>>>>>>>>>><>>>>>>>>>>>:

bZ
a

feLex (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t)) v (t)+
+eLex0 (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t)) v0 (t)gdt = 0,
bZ
a

feLey (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t)) v (t)+
+eLey0 (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t)) v0 (t)gdt = 0,

(8)
for any v 2 V , makes sense. This problem represents
the variational formulation of the problem (7). Indeed,

because
bZ
a

feLexv + eLex0v0gdt = bZ
a

feLex - d
dt
eLex0gvdt,

and
bZ
a

feLeyv + eLey0v0gdt = bZ
a

(eLey - ddt eLey0)vdt, then the
problem (8) is equivalent to the problem of determin-
ing two functions ex, and ey from V so that8>>>>>>>>>><>>>>>>>>>>:

bZ
a

feLex (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t))� d
dt
eLex0(t;

ex (t) ; ey (t) ; ex0 (t) ; ey0 (t))gv (t) dt = 0
bZ
a

feLey (t; ex (t) ; ey (t) ; ex0 (t) ; ey0 (t))� d
dt
eLey0(t;

ex (t) ; ey (t) ; ex0 (t) ; ey0 (t))gv (t) dt = 0
(9)

for all v 2 V . Thus if the applications t ! eLex �
d
dt
eLex0 , and t ! eLey � d

dt
eLey0 , are continuous, the

problem (9) is equivalent to the problem (7). For
those cases when this problem admits a unique so-
lution, one of its approximations can be made in
the following way: A natural number n is chosen
and we calculate � = b�a

n+1 . By denoting ti =
a + i�, i = 0; 1; ::; n + 1, we obtain a division
of the interval [a; b] of spacing �. We consider the
set V� =

�
v 2 V j v

��
[ti; ti+1] 2 R1 [t] , 0 � i � n

	
,

where R1 [t] is the space of the polynomial functions
of degree 1 or less, and v

��
[ti; ti+1] , is the restriction of

the function v on the interval [ti; ti+1]. Together with
the usual functions addition operation and the usual
functions multiplication operation with scalars, V� is
a vectorial subspace of the space V . The functions

'i (t) =

�
1� jt�tij

� , t 2 [ti�1; ti+1]
0, t =2 [ti�1; ti+1]

;

i = 1; 2; ::; n, constitute a base of the space V�.
If we want to approximate the solution of the prob-
lem (8) by using functions from V�, we replace in the
equation (8) the unknown functions ex = ex (t) and
ey = ey (t) with ex� (t) = nX

i=1

xi'i (t), respectively

with ey� (t) = nX
i=1

yi'i (t), and we gradually replace

the function v = v (t) with each of the functions 'j
= 'j (t), j = 1; 2; ::; n, the determination of the
coef�cients xi, yi, i = 1; 2; ::; n, of the de�nition
expressions of the functions ex� and ey� being deduced
from the following conditions8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

n+1X
i=1

tiZ
ti�1

feLex (t; ex� (t) ; ey� (t) ; ex0� (t) ; ey0� (t)) �
�'j (t) + eLex0 (t; ex� (t) ; ey� (t) ; ex0� (t) ; ey0� (t)) �
�'0j (t)gdt = 0,
n+1X
i=1

tiZ
ti�1

feLey (t; ex� (t) ; ey� (t) ; ex0� (t) ; ey0� (t)) �
�'j (t) + eLey0 (t; ex� (t) ; ey� (t) ; ex0� (t) ; ey0� (t)) �
�'0j (t)gdt = 0,
j = 1; 2; ::; n:

(10)
Indeed, these conditions form a system of 2n equa-
tions with 2n unknown that under certain conditions,
yet not the restrictive one, admit solutions. The nu-
merical approximation of the system solutions (10),
if it is a compatible one, can performed by using the
well-known Newton's method, for instance (for more
details see [2]).
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5 Comments on the possibilities re-
garding the practical use of the
models proposed in this paper

The practical use of the models proposed in this
paper, implies afterwards the numerical solving of
some algebraic systems of the form (10). Before
raising the issue of how to approximate the solutions
of the systems of the form, (10) the way how the
construction of such systems is achieved by computer
needs �rstly, an analysis, since in the hypotheses we
operate with, their description depends on factors
we do not know before having analyzed the video
information representing the �eld situation, situation
that, as it is normal, may differ from one case to
another. In this respect, let us observe that the
reconstitution of the systems of the form (10) depends
on knowing components eLex, eLex0 , eLey, eLey0 which these
are built of. By explicitating the components eLex, eLex0 ,eLey, eLey0 , we observe that these in their turn depend,
on the coef�cients of the �rst fundamental form E,
F , G, of the surface S that provides the geometrical
model used, on the functions ex�, ey�, as well as on
their derivatives Ex, Fx, Gx, Ey, Fy, Gy, ex0�, ey0�.
Indeed, eLex is, for instance, expressed by means of
an expression of the form 1

2f eEex �ex0� (t) + xb�xa
b�a

�2
+ 2 eFex �ex0� (t) + xb�xa

b�a

��ey0� (t) + yb�ya
b�a

�
+eGex �ey0� (t) + yb�ya

b�a

�2
g � f eE �ex0� (t) + xb�xa

b�a

�2
+ 2 eF �ex0� (t) + xb�xa

b�a

��ey0� (t) + yb�ya
b�a

�
+eG�ey0� (t) + yb�ya

b�a

�2
g� 1

2 , where the coef�cientseE, eF , eG, eEex, eFex, eGex, are obtained from the coef-
�cients E, F , G, Ex, Fx, Gx, by substituting x (t)
= ex� (t) + t�a

b�axb +
b�t
b�axa, y (t) = ey� (t) + t�a

b�ayb
+ b�t

b�aya, x
0 (t) = ex0� (t) + xb�xa

b�a , y
0 (t) = ey0� (t) +

yb�ya
b�a , t 2 [a; b], etc.
At �rst glance, the determination of coef�cients

E, F ,G,Ex, Fx,Gx,Ey, Fy,Gy, seems very dif�cult
to achieve, taking into account the limited operating
possibilities of a computer. But in reality, this situa-
tion is different. Indeed, the coef�cients E, F , G, Ex,
Fx, Gx, Ey, Fy, Gy, can be calculated using the par-
tial derivatives of the the function z = z (x; y). Since
in our theory, z = z (x; y) is expressed by means
ofH�, and eventually of its derivatives; let us observe
that any of the derivatives of the function z = z (x; y)
is an expression made up of the functionH� and of its
derivatives, up to a certain order.

As a result of this situation the degree of dif-
�culty of the evaluation of the coef�cients E,

F , G, Ex, Fx, Gx, Ey, Fy, Gy, depends on how
dif�cult or how easy it is to calculate the function
H� and its derivatives of different orders. Because
H� = (h�x � I)2 +

�
h�y � I

�2
; one can immediately

notice that both the functionH� and its derivatives are
obtained from the convolution product between differ-
ent derivatives of the function h� and the function I .
Since in our theory the function h� is known a priori,
its derivatives can be calculated beforehand. Thus,
the actual determination of the coef�cients E, F , G,
Ex, Fx, Gx, Ey, Fy, Gy, reduces to the calculation
of the convolution product between some functions
known a priori and the function I that the computer
builds when the analyzed image is projected on the
screen. In addition, this thing enables us not only to
numerically approximate the value of the convolution
products that we refer in different �xed points of
the de�nition domain to, but also to determine some
analytical expressions that will approximate these
convolution products. Therefore, the approximation
of expressions of the form eE �ex0� (t) + xb�xa

b�a

�2
+ 2 eF �ex0� (t) + xb�xa

b�a

��ey0� (t) + yb�ya
b�a

�
+eG�ey0� (t) + yb�ya

b�a

�2
, eEex �ex0� (t) + xb�xa

b�a

�2
+ 2 eFex �ex0� (t) + xb�xa

b�a

��ey0� (t) + yb�ya
b�a

�
+eGex �ey0� (t) + yb�ya

b�a

�2
, eEey �ex0� (t) + xb�xa

b�a

�2
+ 2 eFey �ex0� (t) + xb�xa

b�a

��ey0� (t) + yb�ya
b�a

�
+eGey �ey0� (t) + yb�ya

b�a

�2
, etc., does not raise any

problems because by knowing the analytical expres-
sions of the functions ex�, ey�; their derivatives ex0�,ey0� can be calculated beforehand. Consequently, the
determination of the systems (10) can be organized in
a way that is compatible with the operating capacity
of a computer.

To conclude, the only thing left is to prove that it
is possible to numerically approximate the solutions
of the system (10) by using Newton's method even
when the function I = I (x; y) is unknown at the
moment when the algorithm is created.

If f1 (x; y) = (f1j (x; y)), f2 (x; y) =
(f2j (x; y)), j = 1; 2; ::; n; where x =
(x1; ::; xn), y = (y1; ::; yn), f1j (x; y) =

nX
i=1

ti+1Z
ti

feLex(t, ex� (t), ey� (t), ex0� (t), ey0� (t))'j (t)
+ eLex0(t, ex� (t), ey� (t), ex0� (t), ey0� (t))'0j (t)gdt,
f2j (x; y) =

nX
i=1

ti+1Z
ti

feLey(t, ex� (t), ey� (t), ex0� (t),
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ey0� (t))'j (t)+ eLey0(t, ex� (t), ey� (t), ex0� (t), ey0� (t))
'0j (t)gdt, then by knowing a certain approximation�
x(p); y(p)

�
, p � 0, of an system solution�

f1 (x; y) = 0
f2 (x; y) = 0

; (11)

the next approximation of this solution may
be determined using the following formula�
x(p+1)

y(p+1)

�
=

�
x(p)

y(p)

�
� W�1 �x(p); y(p)��

f1
�
x(p); y(p)

�
f2
�
x(p); y(p)

� �, known as the formula of New-
ton. In this formula W�1 �x(p); y(p)� represents the
inverse of the Jacobi matrix @(f1; f2)

@(x; y) calculated in the
point

�
x(p); y(p)

�
. More details on the conditions in

which the sequence
�
x(p); y(p)

�
, p � 0 of successive

approximations converges to the targeted solution are
available, for example, in [2].

The dif�culty that can be pointed out when using
this method and that we try to solve next, is related to
the fact that the applicability of the method described
depends on whether an approximation of the targeted
solution is previously known or not.

In the case of manifolds of the form (D; gij),
x(0) = (0; 0; ::; 0), x(0) = (0; 0; ::; 0) can always
be considered as an initial approximation of one of
the solutions of the system (11). Indeed, �nding an
approximation of one of the solutions of the system
(11) is equivalent with �nding an approximation of
one of the solutions of the system (8) through func-
tions from V�. We remind that � = b�a

n+1 is a para-
meter that is chosen according to the accuracy degree
we want the functions ex� and ey� from V� to approxi-
mate the (exact) solution ex, ey, of the system (8) with.
Since the domains of the varieties (D; gij) are con-
vex, the points A and B (the robot's departure and
arrival location) can be joined (by making abstraction
of the obstacles that populate the image I) through
the line segment of the parametric equations x (t) =
t�a
b�axb +

b�t
b�axa, y (t) =

t�a
b�ayb +

b�t
b�aya, t 2 [a; b].

With respect to the approximation of the path between
A and B; it is obvious that the functions ex and ey de-
�ned by the following relations x (t) = ex (t) + t�a

b�axb
+ b�t

b�axa, y (t) = ey (t) + t�a
b�ayb +

b�t
b�aya, t 2 [a; b],

are identically null. Thus, for the approximation of the
functions ex (t) � 0, ey (t) � 0, through functions from
V�; we can consider the functions ex� (t) � 0, and re-
spectively ey� (t) � 0.

Since the curve  (t) =�
t�a
b�axb +

b�t
b�axa;

t�a
b�ayb +

b�t
b�aya

�
, t 2 [a; b],

can precisely intersect a part of the surfaces from D

that symbolize the obstacles from the image I, two
important remarks need consequently to be made:

1) If, between the points A and B there is no ac-
cess path, the presented method leads to false results1.

2) The method presented can not be generally ap-
plied within the �rst model.

Due to the restriction enunciated at point 2), in
the case of manifolds having the form (M; gij), �nd-
ing an initial approximation of one of the solutions of
the system (11) is not that simple anymore, but it im-
plies going over some previous steps. As we will see,
this thing can be done in two different ways: one has
a theoretical nature and is based on the connection be-
tween the two mathematical models and the other one
has an empirical nature and is based on the use of a
special program of analyzing image I. Due to the in-
trinsic character of the empirical method, its presenta-
tion will be done in a separate paragraph. From here
on we will focus on the �rst of the two variants men-
tioned above.

Let us �x a real number " > 0. Replacing
d with d + " in the relation (1), we get an exten-
sion of the function z = z (x; y) from M to D.
Due to this extension the model with singularities
(M; gij) is replaced with the model without singu-
larities

�
D; g"ij

�
where the metric g"ij represents the

restriction of the Euclidean metrics of the space R3 on
the surface z = f (d (x; y) + "), (x; y) 2 D.

Earlier we have shown that the numerical approx-
imation of the geodesics of the models without sin-
gularities is possible and we have presented an actual
way of carrying it out. So, let " be the geodesic (or at
least a very precise approximation of it) of the model�
D; g"ij

�
that unites the points A and B fromM be-

tween which we want to establish a path of access.
If the image of " does not intersect the set F then the
curve " itself can constitute a variant of the path from
A to B, or it can be considered as the �rst approxima-
tion of the geodesic of the space (M; gij) that uni�es
the points A and B.

It is important to notice that whenever there are
paths between the points A and B that avoid the ob-
stacles of the image I, then, generally, after a �nite
number of repetitions of the algorithm presented, one
of these paths will be actually obtained. More pre-
cisely a curve of the form  "

2n
: [a; b] ! M with

the property  "
2n
(a) = A,  "

2n
(b) = B will be ob-

tained, where n represents the number of repetitions
of the algorithm. In the end this curve can be con-
sidered a solution of the problem of searching paths

1As mentioned earlier, this drawback can be improved by
comparing the lenght of the path indicated by the method as pos-
sible cross path, with a certain tolerance limit previously estab-
lished.
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between obstacles or it can be optimized with the help
of the model (M; gij), in which case the curve  "

2n

will play the role of initial approximation.
To sum up this paragraph , we remind that the

problem of �nding an approximation of the solution
of the system (11) is equivalent to the problem of
determining the path between two given points of
set M , that would avoid the possible obstacles in-
terposed between the two points. Indeed, whenever
there is  : [a; b] ! M ,  (t) = (x (t) ; y (t)),
with  (a) = A (xa; ya),  (b) = B (xb; yb), the
scalars xi = ex (ti), yi = ey (ti), i = 1; ::; n, can
be considered forming an approximation of the solu-
tion of the system (11), where for each i from 1 to
n, ti = a + i�, and the values ex (ti), ey (ti) respec-
tively, are solutions of the equations x (ti) = ex (ti)
+ ti�a

b�a xb +
b�ti
b�a xa and y (ti) = ey (ti) + ti�a

b�a yb +
b�ti
b�a ya, respectively. Reverse, if (x1; ::; xn; y1; ::; yn)
is an approximation accurate enough of the solution
of the system (11), then the curve  : [a; b] ! M ,
 (t) = (x (t) ; y (t)), de�ned by x (ti) = ex� (ti) +
ti�a
b�a xb +

b�ti
b�a xa, y (ti) = ey� (ti) + ti�a

b�a yb +
b�ti
b�a ya,

where ex� (t) = nX
i=1

xi'i (t), ey� (t) = nX
i=1

yi'i (t),

represents one of the paths of access between the
points A (xa; ya) and B (xb; yb).

6 An empirical method to search the
paths between obstacles

In very many concrete situations the problem of estab-
lishing the path between obstacles can be solved with
the help of some programs that analyse the video im-
ages without using any kind of mathematical model.
Due to the advantages that result from this, we consid-
ered necessary to include in this paragraph the presen-
tation of the functioning algorithm of such a program.

We �x a number " > 0. If (xa; ya) represent
the coordinates of the pixel on the screen of the com-
puter that designates the departure point A of the au-
tomaton, and (xb; yb) represent the coordinates of
the pixel on the screen that designates the point B
where the automaton is expected to arrive, then at
step 1 we surround the pixel (xa; ya) with the pixels
(xa + i; ya + j), jij � 1, jjj � 1, max fjij , jjjg =
1, i, j 2 Z, and in a data base (array variable with
dimension 2) we retain the coordinates of those pix-
els from M (having the form mentioned earlier) for
whom the function distance d, (built in section 3) is
bigger than number " - in order to simplify the expla-
nation we will denote this data base withDBA. After
that, we surround the pixel (xb; yb) with the pixels

(xb + i; yb + j), jij � 1, jjj � 1,max fjij , jjjg = 1,
i, j 2 Z, and in a data base (that we will denote by
DBB , for the same reasons mentioned above) we re-
tain the coordinates of those pixels from M (of the
form mentioned above) for whom the function dis-
tance d = d (x; y) is bigger than the number ",
too2. In the end we verify if there are pixels com-
mon to the two data bases. If such pixels exist, we
denote one of these by (x�; y�). In this situation,
the points (xa; ya), (x�; y�), (xb; yb) set an access
way from the departure location (xa; ya) to the ar-
rival location (xb; yb) of the automaton. We denote
by  (t) = (x (t) ; y (t)), t 2 [a; b], the piecewise
linear curve (the zigzag path) that at the t = a mo-
ment goes through the point (xa; ya), at the t = a+b

2
moment goes through the point (x�; y�) and at the
t = b moment goes through the point (xb; yb).

Observation In the actual work hypothesis (image I
is regarded as a set of pixels and not as a set of points
of dimension 0) this curve is completely included in
M .

In case that DBA \DBB = ; (the set of pixels
that surround the pixel of coordinates (xa; ya) does
not intersect the set of pixels that surround the pixel
of coordinates (xb; yb)) we go to step 2.

At step 2, we surround the surface occupied by
pixels (xa + i; ya + j), i, j 2 f�1; 0; 1g, with
the pixels (xa + i; ya + j), jij � 2, jjj � 2,
max fjij , jjjg = 2, i, j 2 Z, and we memorize
(in DBA) those from M in which the function d =
d (x; y) takes values higher than ". Next, we do
the same thing for the region covered by the pixels
(xb + i; yb + j), i, j 2 f�1; 0; 1g: we surround
this region with the pixels (xb + i; yb + j), jij � 2,
jjj � 2, max fjij , jjjg = 2, i, j 2 Z, and we mem-
orize (in DBB) those (from M ) in which the func-
tion d = d (x; y) takes values higher than ". Fi-
nally, we verify if there are pixels common to the two
data bases. If there are such pixels, we denote by
(x�; y�) the coordinates of one of these. Then we ver-
ify whether between the points (xa; ya), (x�; y�) and
(x�; y�), (xb; yb) respectively, exist any paths of ac-
cess. This thing is realized by resuming the algorithm
proposed for the case when (xa; ya) is the initial
point and (x�; y�) is the �nal point, respectively for
the case when (x�; y�) is the initial point and (xb; yb)

2While running the program, because of the �nite dimensions
of the working surface, it is possible that not all the pixels that
we want to use in order to surround the pixel having coordinates
(xa; ya), or the pixel having coordinates (xb; yb), belong to the
screen on which the analysed image is projected. In all these
cases it must be implied the fact that in the databases DB A, and
DB B respectively, only the coordinates of the pixels belonging
to the working surface will be memorized.



is the �nal point. In the af�rmative case, the reunion
of the two paths represents a path of access from lo-
cation (xa; ya) to location (xb; yb).

In the negative case the steps presented above
must be resumed for another point (x�; y�) belonging
to the intersection of the two data bases. If for none of
the points of the intersectionDBA\DBB we cannot
build path between A and B, or ifDBA \DBB = ;,
then we go to step 3, which consists in repeating the
operations described in the previous steps.

Observations 1) After undertaking a number of steps
that will not exceed the number of pixels that form the
screen of the computer, due to this algorithm, we can
decide whether there are or not ways of access be-
tween two points A (xa; ya) and B (xb; yb) situated
on the surface of the analyzed image. Moreover, if be-
tween the points A (xa; ya) and B (xb; yb) there is a
way of access, then for a well chosen " > 0 the al-
gorithm described earlier will help us to �nd this way,
after a �nite number of steps, which demonstrates that
the algorithm described is utilizable.

2) The main advantage of the algorithm presented
consist in the fact that for very many practical appli-
cations the simple use of them is suf�cient to solve the
problem related to �nding some access paths through
the obstacles of a given video image.

3) In the cases when we want to optimize the solu-
tions offered by the present algorithm we can appeal
to one of the two geometrical models presented in this
paper, in which case, the solutions we want to opti-
mize will help determine the initial approximations of
the solutions of the system.(11).

4) In certain situations (for example, when we
want to increase the response speed of the computer
used for the analysis of the image I or when during
the process of tracking down the access path between
two given points we want, as well, to take into account
the dimensions of the automaton that is moving) the
notion of pixel, used to describe the above mentioned
algorithm, can be extrapolated at parts of surfaces of
larger dimensions.

7 Final comments

Despite their two-dimensional character the methods
presented in this paper can be used to solve certain
problems to the real world. Indeed, any of these meth-
ods can successfully be used to analyze certain im-
ages taken from high altitude, such as those taken
from a plane or a satellite. In addition to this fact,
the two mathematical models can be generalized to
the three dimensional case, providing access paths
through possible obstacles in space. It is to be noticed

that the three dimensional model related to the move-
ment through obstacles can lead to solutions that are
not always terrestrial. Thus, it can be only used for
dynamic systems that can �y.

References

[1] M. Demi, New Approach to Automatic Contour
Detection from Image Sequences: An Applica-
tion to Ventriculographic Images, Computers and
Biomedical Research, 27, 1994, 157-177;

[2] B. P. Demidovich, I. A. Maron, Computational
Mathematics, MIR Publishers, Moscow, 1973;

[3] Y. Hana�ah, M. Yamano, Y. Nasu, M. Ohka, Per-
formance of a Research Prototype Humanoid Ro-
bot Bonten-Maru II to Attain Human-Like Mo-
tions, WSEAS Transactions on Systems and Con-
trol, Issue 9, Vol. 2, 2007, 458-467;

[4] C. R. Lucatero, The problem of Robo randommo-
tion racking learning algori hms, Proceedings of
the 6th WSEAS International Conference on Sig-
nal Processing, Robotics and Automation, Corfu
Island, Greece, February 16-19, 2007 219-224;

[5] P. A. Ravirat, J.-M. Thomas, Introduction à
l'analyse numérique des équations aux dérivées
partielles, MASSON Paris - Milan - Barcelone -
Bon, 1992;

[6] M. �eda, Roadmap Methods vs. Cell Decompo-
sition in Robot Motion Planning, Proceedings of
the 6th WSEAS International Conference on Sig-
nal Processing, Robotics and Automation, Corfu
Island, Greece, February 16-19, 2007, 127-132;
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