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Abstract: -The positive radially symmetric solutions to the nonlinear problem $\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+f(u)=0$ in $B_{R}=\left\{x \in \mathbf{R}^{n}:|x|<R\right\}, 1<p<n$, with $f(u)=u^{\gamma}+u^{\delta}$ for $u \geq 0$ are considered. We examine the existence of local solutions and give a method for the determination of power series solutions. The comparison of the local analytic and entire solutions is given for some special values of parameters $p, n, \gamma$ and $\delta$.
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## 1 Introduction

In a model for diffusion-reaction problem the concentration of the steady state satisfies

$$
\begin{equation*}
\Delta_{p} u+f(u)=0 \text { in } \Omega \subset \mathbf{R}^{n}, \tag{1}
\end{equation*}
$$

where $\quad \Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$ is the $p-$ Laplacian of $u, f$ is an increasing function. The equation above appears in the generalized reaction-diffusion theory [12] and in nonNewtonian fluid theory [10].
In the case of compressible fluid flows in a homogeneous isotropic rigid porous medium the continuity equation is given by

$$
\begin{equation*}
\theta \frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \vec{V})=0 \tag{2}
\end{equation*}
$$

where $\rho$ denotes the density of the fluid, $\vec{V}$ the seepage velocity and $\theta$ the volumetric moisture content.
The linear Darcy's law is not valid here, since the molecular and ion effects have to take into account in case of a non-Newtonian fluid. Therefore the nonlinear relation

$$
\begin{equation*}
\rho \vec{V}=-C|\nabla P|^{\alpha-1} \nabla P \tag{3}
\end{equation*}
$$

is valid, where $P$ denotes pressure, $C$ and $\alpha$ are positive physical constants.
If we consider the fluid as polytrophic gas then we have the relation between the thermal pressure $P$ and the fluid density $\rho$ as

$$
\begin{equation*}
P=k \rho^{\bar{\gamma}} \tag{4}
\end{equation*}
$$

with positive constant $k$. Here $\bar{\gamma}$ is called polytrophic exponent. We note that for isothermal flows $\bar{\gamma}=1 \quad(\bar{\gamma}=0$ corresponds to the isobaric flows). After changing variables and making substitutions in equations (2-4) we obtain

$$
\frac{\partial u}{\partial t}=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) .
$$

The case $p>2$ is called slow diffusion and the case $1<p<2$, the fast diffusion (see e.g., [20]). When reaction term is added to the diffusion then equation (1) appears in the steady-state case.
The asymptotic and numerical solution of problem (1) has been attracted considerable interest in the last decades (see [7], [18], [20]).
Nonlinear partial differential equation of type (1) was considered previously for different function $f$. In paper [4] we considered function
$f(u)=(-1)^{i}|u|^{q-2} u$, i.e., the quasilinear differential equation

$$
\Delta_{p} u+(-1)^{i}|u|^{q-2} u=0, u=u(x), x \in \mathbf{R}^{n},
$$

where $n \geq 1, \quad p>1$ and $q>1, \quad i=0,1$ and $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) \quad$ is the so-called $p$-Laplacian (). If $n=1$, then the equation is reduced to

$$
\left(\Phi_{p}\left(y^{\prime}\right)\right)^{\prime}+(-1)^{i} \Phi_{q}(y)=0,
$$

where for $r \in\{p, q\}$

$$
\Phi_{r}(y):= \begin{cases}|y|^{r-2} y, & \text { for } y \in \mathbf{R} \backslash\{0\} \\ 0, & \text { for } y=0 .\end{cases}
$$

Note that function $\Phi_{r}$ is an odd function. For $n>1$ we restrict our attention to radially symmetric solutions. The problem under consideration is reduced to

$$
\begin{equation*}
\left(t^{n-1} \Phi_{p}\left(y^{\prime}\right)\right)^{\prime}+(-1)^{i} t^{n-1} \Phi_{q}(y)=0, \text { on }(0, a) \tag{5}
\end{equation*}
$$

where $a>0$. A solution of (5) means a function $y \in C^{1}(0, a)$ for which $t^{n-1} \Phi_{p}\left(y^{\prime}\right) \in C^{1}(0, a)$ and (5) is satisfied. We shall consider the initial values

$$
\begin{gather*}
y(0)=A \neq 0, \\
y^{\prime}(0)=0, \tag{6}
\end{gather*}
$$

for any $A \in \mathbf{R}$.
For the existence and uniqueness of radial solutions to (5) we refer to paper [17]. If $n=1$ and $i=0$, then it was showed that the initial value problem (5)-(6) has a unique solution defined on the whole $\mathbf{R}$ (see [8], and [9]), moreover, its solution can be given in closed form in terms of incomplete gamma functions [9]. If $n=1, i=0$, Lindqvist gives some properties of the solutions [16]. If $n=1$ and $p=q=2$, then (5) is a linear differential equation, and its solutions are well-known:
if $i=0$, the solution (5)-(6) with $A=1$ is the cosine function,
if $i=1$, the solution (5)-(6) with $A=1$ is the hyperbolic cosine function, and both the cosine and hyperbolic cosine functions can be expanded in power series.
In the linear case, when $n=2, p=q=2, i=0$, the solution of (5)-(6) with $A=1$ is $J_{0}(t)$, the Bessel function of first kind with zero order, and for $n=3, p=q=2, i=0$ then the solution of (5)-(6) with $A=1$ is $j_{0}(t)=\sin t / t$, called the spherical Bessel function of first kind with zero order.
In the cases above, for special values of parameters $n, p, q, i$ we know the solution in the form of power series.
The type of singularities of (5)-(6) was classified in [5] in the case when $i=0$, and $p=q$. If $n=1$, then a solution of (5) is not singular.
In paper [4] a method was presented for the evaluation of local analytic solution for problem (5)-(6) in the neighborhood of zero. Here we intend to generalize that method for a more general class of equations.
In this paper we consider the radial symmetric solution $u=u(|x|)$ for the problem

$$
\begin{equation*}
\Delta_{p} u+f(u)=0 \text { and } u>0 \text { in } B_{R}, \tag{7}
\end{equation*}
$$

where $B_{R}=\left\{x \in \mathbf{R}^{n}:|x|<R\right\} \quad 1<p<n$ and

$$
f(u)=\left\{\begin{array}{cc}
u^{\gamma}+u^{\delta} & \text { for } u \geq 0, \\
0 & \text { for } u<0
\end{array}\right.
$$

In the special case $p=2$, problem (7), i.e., the semilinear problem with superlinear and supercritical exponents was considered by Lin and Ni in [15].
For $p \neq 2$ the existence of solutions of (1) has been examined in [1] and [19]. Moreover in [1], the multiplicity of radially symmetric solutions of the Dirichlet boundary value problem was proved; namely, that there exists $R^{*}=R^{*}(\gamma, \delta)$ such that the problem has at least two distinct radial solutions if $R>R^{*}$ and at least one radial solution provided $R=R^{*}$.

We shall study the positive radial solution of (7), i.e., the initial value problem (here $r=|x|$ ):

$$
\left\{\begin{array}{c}
r^{1-n}\left(r^{n-1}\left|u_{r}^{\prime}\right|^{p-2} u_{r}^{\prime}\right)^{\prime}+f(u)=0  \tag{8}\\
\text { in } \quad(0, \infty), \\
u_{r}^{\prime}(0)=0, \quad u(0)=\alpha \geq 0,
\end{array}\right.
$$

or equivalently,

$$
\left\{\begin{array}{c}
(p-1)\left|u_{r}^{\prime}\right|^{p-2} u_{r r}^{\prime \prime}+\frac{n-1}{r}\left|u_{r}^{\prime}\right|^{p-2} u_{r}^{\prime}+f(u)=0  \tag{9}\\
\quad \text { in }(0, \infty), \\
u_{r}^{\prime}(0)=0, \quad u(0)=\alpha \geq 0
\end{array}\right.
$$

We say that $u=u(r)$ is a positive radial solution of (7), if it solves the initial value problem associated with (8) (or (9)) for some $\alpha \geq 0, \quad u(r)>0 \quad$ for $\quad r \in(0, \infty) \quad$ and $\lim _{r \rightarrow \infty} u(r)=0$.
We remark that (8) has singularity at zero if $n \geq p+1$.
Our goal is to give the exact solution for the initial value problem of (8) (or (9)) for some special values of the parameters. Moreover, we examine the existence of local solution to the initial value problem of (9) and we give a method for the determination of the power series solution for given values of parameters $p, n, \alpha, \gamma$ and $\delta$. We shall compare the exact and power series solutions and find the error for special values of parameters.

## 2 Positive entire solution

Positive entire radial solution of

$$
\begin{equation*}
\Delta_{p} u+f(u)=0 \tag{10}
\end{equation*}
$$

is a function $u=u(r)$ which solves (9) for some $\alpha>0, \quad u(r)>0 \quad$ for $\quad r \in(0, \infty) \quad$ and $\lim _{r \rightarrow \infty} u(r)=0$. Moreover, we suppose that $p-1<\gamma<p^{*}-1$ and $\delta>p^{*}-1, \quad p^{*}=\frac{n p}{n-p}$, the exponents $\gamma$ and $\delta$ satisfy

$$
\begin{equation*}
\gamma=\frac{\beta+1}{\beta}(p-1) \text { and } \delta=\gamma+\frac{1}{\beta} \text {, } \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
& \quad \beta \in\left(\frac{(n-p)(p-1)}{p^{2}}, \frac{n-p}{p}\right) \text {, }  \tag{12}\\
& \text { i.e., } \gamma=\frac{\delta+1}{p^{\prime}}, p^{\prime}=\frac{p}{p-1} .
\end{align*}
$$

Proposition 1. Let $p, p^{\prime}, n, \beta, \gamma, \delta$, and $f$ be as above. Set

$$
\begin{gather*}
a=\frac{1}{\left(\frac{n}{(\beta+1) p}-1\right)^{\beta}},  \tag{13}\\
b=\frac{(n-(\beta+1) p)^{p^{\prime}}}{(\beta+1) p}\left(\frac{\beta p}{p-1}\right)^{\frac{1}{p^{-1}}},  \tag{14}\\
u(r)=a\left(\frac{b}{b+r^{p^{\prime}}}\right)^{\beta} . \tag{15}
\end{gather*}
$$

Then $u$ is a positive entire solution of (10)
From straight forward computations we get

$$
\begin{gathered}
r^{1-n}\left(r^{n-1}\left|u^{\prime}(r)\right|^{p-2} u^{\prime}(r)\right)^{\prime}= \\
-\frac{\left(\beta p^{\prime} a b^{\beta}\right)^{p-1}}{\left(b+r^{p^{\prime}}\right)^{(\beta+1)(p-1)+1}}\left(n\left(b+r^{p^{\prime}}\right)-(\beta+1) p r^{p^{\prime}}\right),
\end{gathered}
$$

moreover,

$$
u^{\gamma}(r)+u^{\delta}(r)=
$$

$$
\frac{a^{\frac{(\beta+1)(p-1)}{\beta}} b^{(\beta+1)(p-1)+1}\left(1+a^{\frac{1}{\beta}}\right)}{\left(b+r^{p^{\prime}}\right)^{(\beta+1)(p-1)+1}}
$$

$$
+\frac{a^{\frac{(\beta+1)(p-1)}{\beta}} b^{(\beta+1)(p-1)} r^{p^{\prime}}}{\left(b+r^{p^{\prime}}\right)^{(\beta+1)(p-1)+1}}
$$

To fulfill equation (8) we must have

$$
\begin{gathered}
a^{\frac{(\beta+1)(p-1)}{\beta}} b^{(\beta+1)(p-1)}\left(1+a^{\frac{1}{\beta}}\right) \\
=\left(\beta p^{\prime} a b^{\beta}\right)^{p-1} n
\end{gathered}
$$

and

$$
\begin{gathered}
(\beta+1) p\left(\beta p^{\prime} a b^{\beta}\right)^{p-1}=\left(\beta p^{\prime} a b^{\beta}\right)^{p-1} n \\
-a^{\frac{(\beta+1)(p-1)}{\beta}} b^{(\beta+1)(p-1)} .
\end{gathered}
$$

From here we get for parameters $a$ and $b$ the same as in (13) and (14). Both constants fit with the case $p=2$ investigated in [15] for the choice $\delta=\frac{\beta+2}{\beta}, \quad p=2$.
For the determination of the exact solution of (7) we refer to the paper by Bognár and Drábek [1].

## 3 The existence of local solution

We shall form problem (9) as the system of special Briot-Bouquet differential equations. For this type of differential equations we refer to the book by E. Hille [13] and E. L. Ince [14].

Theorem 2. (Briot-Bouquet Theorem) Let us assume that for the system of equations

$$
\left.\begin{array}{l}
\xi \frac{d z_{1}}{d \xi}=u_{1}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) \\
\xi \frac{d z_{2}}{d \xi}=u_{2}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) \tag{16}
\end{array}\right\}
$$

where functions $u_{1}$ and $u_{2}$ are holomorphic functions of $\xi, \quad z_{1}(\xi)$, and $z_{2}(\xi)$ near the origin, moreover $u_{1}(0,0,0)=u_{2}(0,0,0)=0$, then a holomorphic solution of (16) satisfying the initial conditions $z_{1}(0)=0, z_{2}(0)=0$ exists if none of the eigenvalues of the matrix

$$
\left[\begin{array}{ll}
\left.\frac{\partial u_{1}}{\partial z_{1}}\right|_{(0,0,0)} & \left.\frac{\partial u_{1}}{\partial z_{2}}\right|_{(0,0,0)} \\
\left.\frac{\partial u_{2}}{\partial z_{1}}\right|_{(0,0,0)} & \left.\frac{\partial u_{2}}{\partial z_{2}}\right|_{(0,0,0)}
\end{array}\right]
$$

is a positive integer.

For a proof of Theorem 2 we refer to [6].
The differential equation (9) has singularity at $r=0$ for the case $n>1$. Theorem 2 ensures the existence of formal solutions

$$
z_{1}=\sum_{k=1}^{\infty} a_{k} \xi^{k} \text { and } z_{2}=\sum_{k=1}^{\infty} b_{k} \xi^{k}
$$

for system (16) and it provides the convergence of formal solutions.

Theorem 3. For any $p, \gamma, \delta, n$ as above, the initial value problem (9) $u(0)=\alpha, \quad u^{\prime}(0)=0$ has an unique analytic solution of the form $u(r)=Q\left(r^{p /(p-1)}\right)$ in $(0, A)$ for small real value of $A$, where $Q$ is a holomorphic solution to

$$
\begin{aligned}
Q^{\prime \prime}= & \frac{-1}{p(1+1 / p)^{p+1}} r^{-\frac{p+1}{p}} \frac{Q^{\gamma}+Q^{\delta}}{\left|Q^{\prime}\right|^{p-1}} \\
& -\frac{n}{p \alpha} r^{-(1+1 / p)} Q^{\prime}
\end{aligned}
$$

near zero satisfying

$$
Q(0)=\alpha, Q^{\prime}(0)=\frac{1-p}{p}\left(\frac{\alpha^{\gamma}+\alpha^{\delta}}{n}\right)^{\frac{1}{p-1}}
$$

Proof. We shall now present a formulation of (9) as a system of Briot-Bouquet type differential equations (16). Let us take solution of (9) in the form

$$
u(r)=Q\left(r^{\sigma}\right), r \in(0, A)
$$

where $Q \in C^{2}(0, a)$ and $\sigma>0$. Let us take $u(r)=Q\left(r^{\sigma}\right)$ into (9) we obtain

$$
\begin{align*}
Q^{\prime \prime}\left(r^{\sigma}\right)= & -\frac{Q^{\gamma}+Q^{\delta}}{\left|Q^{\prime}\right|^{p-2}} \frac{r^{-p(\sigma-1)}}{(p-1) \sigma^{p}} \\
& -\frac{n-1+(p-1)(\sigma-1)}{(p-1) \sigma} r^{-\sigma} Q^{\prime} \tag{17}
\end{align*}
$$

and substituting $\xi=r^{\sigma}$ we have

$$
\begin{align*}
Q^{\prime \prime}(\xi)= & -\frac{Q^{\gamma}+Q^{\delta}}{\left|Q^{\prime}\right|^{p-2}} \frac{\xi^{-p \frac{\sigma-1}{\sigma}}}{(p-1) \sigma^{p}} \\
& -\frac{n-1+(p-1)(\sigma-1)}{(p-1) \sigma} \xi^{-1} Q^{\prime} . \tag{18}
\end{align*}
$$

Here, we introduce function $Q$ as follows

$$
\begin{equation*}
Q(\xi)=g_{0}+g_{1} \xi+F(\xi), \tag{19}
\end{equation*}
$$

where $F \in C^{2}(0, a)$,

$$
F(0)=0, F^{\prime}(0)=0 .
$$

Therefore we have

$$
\begin{gathered}
Q(0)=g_{0}, Q^{\prime}(0)=g_{1} \\
Q^{\prime}(\xi)=g_{1}+F^{\prime}(\xi), Q^{\prime \prime}(\xi)=F^{\prime \prime}(\xi)
\end{gathered}
$$

From initial condition $u(0)=\alpha$ we have that

$$
g_{0}=\alpha
$$

We reformulate (18) as a system of equations:

$$
\begin{aligned}
z_{1}(\xi) & =F(\xi) \\
z_{2}(\xi) & =F^{\prime}(\xi)
\end{aligned}
$$

with initial conditions

$$
\begin{array}{r}
z_{1}(0)=0, \\
z_{2}(0)=0 .
\end{array}
$$

According to (17) we get that

$$
\begin{gathered}
F^{\prime \prime}(\xi)=-\frac{\xi^{-\frac{\sigma-1}{\sigma} p}}{(p-1) \sigma^{p}} G\left(\xi, z_{1}, z_{2}\right) \\
-\frac{n-1+(p-1)(\sigma-1)}{(p-1) \sigma} \xi^{-1}\left(g_{1}+F^{\prime}(\xi)\right), \\
G(., ., .)=\frac{\left[g_{0}+g_{1} \xi+F(\xi)\right]^{\gamma}+\left[g_{0}+g_{1} \xi+F(\xi)\right]^{\delta}}{\left|g_{1}+F^{\prime}(\xi)\right|^{p-2}}
\end{gathered}
$$

We generate the system of equations

$$
\left.\begin{array}{rl}
u_{1}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) & =\xi z_{1}^{\prime}(\xi) \\
u_{2}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) & =\xi z_{2}^{\prime}(\xi)
\end{array}\right\}
$$

as follows

$$
\left.\begin{array}{rl}
u_{1}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) & =\xi z_{2} \\
u_{2}\left(\xi, z_{1}(\xi), z_{2}(\xi)\right) & =-\frac{\xi^{1-\frac{\sigma-1}{\sigma} p}}{(p-1) \sigma^{p}} G\left(\xi, z_{1}, z_{2}\right) \\
-\frac{n-1+(p-1)(\sigma-1)}{(p-1) \sigma}\left(g_{1}+z_{2}(\xi)\right)
\end{array}\right\} .
$$

In order to satisfy conditions $u_{1}(0,0,0)=0$ and $u_{2}(0,0,0)=0$ we must get zero for the power of $\xi$ in the right-hand side of the second equation:

$$
1-\frac{p(\sigma-1)}{\sigma}=0
$$

i.e.,

$$
\sigma=\frac{p}{p-1}
$$

To ensure $u_{2}(0,0,0)=0$ we have the connection

$$
n g_{1}\left|g_{1}\right|^{p-2}+\left(\frac{p-1}{p}\right)^{p-1}\left(g_{0}^{\gamma}+g_{0}^{\delta}\right)=0
$$

i.e.,

$$
\begin{equation*}
g_{1}=\frac{1-p}{p}\left(\frac{g_{0}^{\gamma}+g_{0}^{\delta}}{n}\right)^{\frac{1}{p-1}} . \tag{20}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
g_{1}=\frac{1-p}{p}\left(\frac{\alpha^{\gamma}+\alpha^{\delta}}{n}\right)^{\frac{1}{p-1}} \tag{21}
\end{equation*}
$$

From initial conditions $u(0)=\alpha \neq 0, u^{\prime}(0)=0$, and (19) it follows that $g_{0}=\alpha$.
For $u_{1}$ and $u_{2}$ we find the following partial derivatives at $(0,0,0)$

$$
\left.\frac{\partial u_{1}}{\partial z_{1}}\right|_{(0,0,0)}=0,
$$

$$
\left.\frac{\partial u_{1}}{\partial z_{2}}\right|_{(0,0,0)}=0
$$

$$
\begin{aligned}
& \left.\frac{\partial u_{2}}{\partial z_{1}}\right|_{(0,0,0)}=-\frac{\gamma g_{0}^{\gamma-1}+\delta_{g_{0}^{\delta-1}}^{\delta-2}}{(p-1) \sigma g_{1}^{p-2}}, \\
& \left.\frac{\partial u_{2}}{\partial z_{2}}\right|_{(0,0,0)}=-\frac{n(p-1)}{p} .
\end{aligned}
$$

Therefore the eigenvalues of matrix

$$
\left[\begin{array}{ll}
\partial u_{1} / \partial z_{1} & \partial u_{1} / \partial z_{2} \\
\partial u_{2} / \partial z_{1} & \partial u_{2} / \partial z_{2}
\end{array}\right]
$$

at $(0,0,0)$ are 0 and $-n(p-1) / p$. Since both eigenvalues are non-positive, applying Theorem 2 we get the existence of unique analytic solutions $z_{1}$ and $z_{2}$ at zero. Thus we get the analytic solution

$$
Q(\xi)=g_{0}+g_{1} \xi+F(\xi)
$$

satisfying (17) with

$$
\begin{aligned}
& Q(0)=g_{0}, \\
& Q^{\prime}(0)=g_{1},
\end{aligned}
$$

where $g_{0}=\alpha$ and $g_{1}$ is determined in (21).
Corollary 4. From Theorem 3 it follows that solution $u(r)$ for (9) has an expansion near zero of the form

$$
u(r)=\sum_{k=0}^{\infty} g_{k} r^{\frac{k p}{p-1}}
$$

satisfying

$$
u(0)=\alpha,
$$

and

$$
u^{\prime}(0)=0 .
$$

## 4 Determination of local solution near zero

This section is devoted to the construction of the power series solution for (9) with initial conditions

$$
\begin{gather*}
u(0)=\alpha>0,  \tag{22}\\
u^{\prime}(0)=0 .
\end{gather*}
$$

We seek a solution of the form

$$
\begin{equation*}
u(r)=g_{0}+g_{1} r^{\frac{p}{p-1}}+g_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots, r>0, \tag{23}
\end{equation*}
$$

with coefficients $g_{k} \in \mathbf{R}, k=0,1, \ldots$
From Section 3 we get the first two coefficients:

$$
g_{0}=\alpha>0,
$$

and

$$
g_{1}=\frac{1-p}{p}\left(\frac{\alpha^{\gamma}+\alpha^{\delta}}{n}\right)^{\frac{1}{p-1}}
$$

We assume that

$$
\begin{equation*}
u(r)>0 \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\prime}(r)<0 \tag{25}
\end{equation*}
$$

in the neighborhood of zero. Since

$$
u^{\prime}(r)=r^{\frac{1}{p-1}}\left[g_{1} \frac{p}{p-1}+g_{2} \frac{2 p}{p-1} r^{\frac{p}{p-1}}+\ldots\right]
$$

and function $f(s)=s| |^{p-2}$ is an odd function $(s \in \mathbf{R})$, then we can write

$$
\begin{gather*}
\left|u^{\prime}(r)\right|^{p-2} u^{\prime}(r)=-\left[-u^{\prime}(r)\right]^{p-1},  \tag{26}\\
\left|u^{\prime}(r)\right|^{p-2} u^{\prime}(r)= \\
-r\left[-g_{1} \frac{p}{p-1}-g_{2} \frac{2 p}{p-1} r^{\frac{p}{p-1}}-\ldots\right]^{p-1}=
\end{gather*}
$$

$$
-r\left[P_{0}+P_{1} r^{\frac{p}{p-1}}+P_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots\right],
$$

moreover,

$$
r^{1-n}\left(r^{n-1}\left|u^{\prime}(r)\right|^{p-2} u^{\prime}(r)\right)^{\prime}=
$$

$$
\begin{aligned}
= & {\left[-P_{0} n-P_{1}\left(n+\frac{p}{p-1}\right) r^{\frac{p}{p-1}}-\ldots\right.} \\
& \left.-P_{k}\left(n+\frac{k p}{p-1}\right) r^{k\left(\frac{p}{p-1}\right)}+\ldots\right],
\end{aligned}
$$

where coefficients $P_{k}$ will be expressed in terms of $g_{k}(k=0,1, \ldots)$. Now, $u^{\gamma}(t)$ and $u^{\delta}(t)$ can be written in the form

$$
\begin{aligned}
u^{\gamma}(t) & =\left[g_{0}+g_{1} r^{\frac{p}{p-1}}+g_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots\right]^{\gamma} \\
& =G_{0}+G_{1} r^{\frac{p}{p-1}}+G_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots \\
u^{\delta}(t) & =\left[g_{0}+g_{1} r^{\frac{p}{p-1}}+g_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots\right]^{\delta} \\
& =D_{0}+D_{1} r^{\frac{p}{p-1}}+D_{2} r^{2}\left(\frac{p}{p-1}\right)+\ldots,
\end{aligned}
$$

where coefficients $G_{k}$ and $D_{k}$ can be expressed in terms of $g_{k}(k=0,1, \ldots)$ and $\gamma$, $\delta$, respectively
Substituting them into the equation (9) we compare the coefficients of the proper powers of $r$ and we find that

$$
\begin{gather*}
-P_{k}\left(n+\frac{k p}{p-1}\right)+G_{k}+D_{k}=0  \tag{27}\\
\text { for } k \geq 0
\end{gather*}
$$

Applying the J. C. P. Miller formula (see [11]) we derive $P_{k}, G_{k}$ and $D_{k}(k=0,1, \ldots)$ in the forms

$$
\begin{gather*}
G_{k}=\frac{1}{k \alpha} \sum_{j=0}^{k-1}[(k-j) \gamma-j] G_{j} g_{k-j}  \tag{28}\\
D_{k}=\frac{1}{k \alpha} \sum_{j=0}^{k-1}[(k-j) \delta-j] D_{j} g_{k-j} \tag{29}
\end{gather*}
$$

$P_{k}=\sum_{j=0}^{k-1}[(k-j)(p-1)-j] P_{j} g_{k+1-j} \frac{(k+1-j)}{g_{1} k}$
for $k \geq 1$, and

$$
\begin{aligned}
G_{0} & =g_{0}^{\gamma}, \\
D_{0} & =g_{0}^{\delta}, \\
P_{0} & =\left(-g_{1} \frac{p}{p-1}\right)^{p-1} .
\end{aligned}
$$

From (27) we obtain coefficients $g_{k}$ for $k \geq 2$ :

$$
\begin{gathered}
g_{0}=\alpha, \\
g_{1}=-\frac{p-1}{p}\left(\frac{\alpha^{\gamma}+\alpha^{\delta}}{n}\right)^{\frac{1}{p-1}}, \\
g_{2}=\left(\frac{p-1}{p}\right)^{2}\left(\frac{\alpha^{\gamma}+\alpha^{\delta}}{n}\right)^{\frac{3-p}{p-1}} \frac{\gamma \alpha^{\gamma}+\delta \alpha^{\delta}}{2 \alpha(n p-n+p)}
\end{gathered}
$$

Example 1. Let us consider the solution of (9) with parameters

$$
\begin{aligned}
& p=2, \\
& n=5, \\
& \gamma=1.8, \\
& \delta=3, \\
& \alpha=2.3233 .
\end{aligned}
$$

Using software MAPLE we obtain the coefficients of the power series solution

$$
u(r)=\sum_{k=0}^{\infty} g_{k} r^{2 k}
$$

from recursive formulas (27)-(30) as follows

$$
g_{0}=2.3233
$$

$$
\begin{gathered}
g_{1}=-1.7101, \\
g_{2}=1.2047, \\
g_{3}=-0.8505, \\
g_{4}=0.6013, \\
g_{5}=-0.4254, \\
g_{6}=0.3011 \\
\vdots
\end{gathered}
$$

Therefore, we have the local analytic solution of the form

$$
\begin{gather*}
u(r)=2.3233-1.7101 r^{2}+1.2047 r^{4} \\
-0.8505 r^{6}+0.6013 r^{8}-0.4254 r^{10}  \tag{31}\\
+0.3011 r^{12}-0.21318 r^{14}+\ldots
\end{gather*}
$$

We keep parameters $n, \quad \gamma$ and $\delta$ fixed and evaluate the power series solution for different values of $p$. The value of the radial solution of (9) at 0 denoted by $g_{0}$ will be considered

$$
g_{0}=\left(\frac{n}{(\beta+1) p}-1\right)^{-\beta}
$$

in each cases (as it was done in Example 1 as well). This value is the same as parameter value $a$ in the formula (15) of the exact solution (see Section 2).

Example 2. Evaluate the power series solution of (9)-(22) with parameters

$$
\begin{aligned}
& p=1.8 \\
& n=5 \\
& \gamma=1.8 \\
& \delta=3 \\
& \alpha=1.7380 .
\end{aligned}
$$

After making calculations from the recursive formulas we have the solution in the form

$$
u(r)=1.7380-0.7941 r^{1.44}+0.4053 r^{2.88}
$$

$$
\begin{gather*}
-0.2137 r^{4.32}+0.1145 r^{5.76}-0.0619 r^{7.2}  \tag{32}\\
+0.0337 r^{8.64}-0.0184 r^{10.08}+\ldots
\end{gather*}
$$

Example 3. Evaluate the power series solution of (9)-(22) with parameters

$$
\begin{aligned}
& p=2.2, \\
& n=5, \\
& \gamma=1.8 \\
& \delta=3 \\
& \alpha=3.2884 .
\end{aligned}
$$

From formulas (27)-(30) we shall obtain the solution in the form

$$
\begin{gather*}
u(r)=3.2884-3.3458 r^{2.64}+2.8728 r^{5.28} \\
-2.3882 r^{7.92}+1.9539 r^{10.56}-1.5827 r^{13.20}(33)  \tag{33}\\
+1.2732 r^{15.84}-1.0191 r^{18.48}+\ldots .
\end{gather*}
$$

We note that in this section we have assumed that $u=u(r)$ satisfies (24) and (25). If we assume that

$$
u(r)>0
$$

and

$$
u^{\prime}(r)>0
$$

in the neighborhood of zero, then we have the following modified version of (26)

$$
\left|u^{\prime}(r)\right|^{p-2} u^{\prime}(r)=\left[u^{\prime}(r)\right]^{p-1}
$$

and

$$
\begin{gathered}
{\left[u^{\prime}(r)\right]^{p-1}=} \\
r\left[g_{1} \frac{p}{p-1}+g_{2} \frac{2 p}{p-1} r^{\frac{p}{p-1}}+\ldots\right]^{p-1}= \\
r\left[P_{0}+P_{1} r^{\frac{p}{p-1}}+P_{2} r^{2\left(\frac{p}{p-1}\right)}+\ldots\right]
\end{gathered}
$$

In this case the connection between $P_{k}$ and $G_{k}, D_{k}$ simplifies to the form

$$
\begin{equation*}
P_{k}\left(n+\frac{k p}{p-1}\right)+G_{k}+D_{k}=0 \tag{34}
\end{equation*}
$$

and moreover,

$$
\begin{aligned}
G_{0} & =g_{0}^{\gamma} \\
D_{0} & =g_{0}^{\delta} \\
P_{0} & =\left(g_{1} \frac{p}{p-1}\right)^{p-1}
\end{aligned}
$$

With these changes we can determine the coefficients $g_{0}, g_{1}, \ldots g_{k}, \ldots$ of the power series solution.

## 5 The comparison of exact and local analytic solutions

In the previous three examples we gave approximate solutions to the problem (9) in the neighborhood of zero. The parameters $p, n, \gamma$ and $\delta$ were chosen such a way to fulfill conditions (11) in Proposition 1. It means that for such specific values entire solution of the problem (9)-(22) exists. Now we consider problem (9) with the same values of $n, \gamma$ and $\delta$, (i.e., with the same parameter value $\beta=\frac{5}{6}$ ) and with different values of $p$ (namely $p=1.8, \quad 2, \quad 2.2$ ).
Using Proposition 1 the entire solutions for all three cases can be determined with the calculated parameter values by using (13)-(15). In Example 1 the parameters are the following:

$$
\begin{aligned}
p & =2 \\
a & =2.3233, \\
b & =0.8081, \\
\beta & =5 / 6, \\
p^{\prime} & =2
\end{aligned}
$$

and the exact solution can be given as follows

$$
\begin{equation*}
\bar{u}(r)=2.3233\left(\frac{0.8081}{0.8081+r^{2}}\right)^{\frac{5}{6}} \tag{35}
\end{equation*}
$$

(see Fig. 1).


Fig.1. Entire solution for $\mathrm{p}=2$
Hence, we have the possibility to compare the two solutions, i.e., (31) with (35). On Fig. 2. the difference between the exact (31) and local analytic solutions (35) are represented.


Figure 2.
In Example 2 the parameters are

$$
\begin{aligned}
p & =1.8 \\
a & =1.7380 \\
b & =1.4275 \\
\beta & =5 / 6 \\
p^{\prime} & =1.44
\end{aligned}
$$

and the exact solution can be given as follows

$$
\begin{equation*}
\bar{u}(r)=1.7380\left(\frac{1.4275}{1.4275+r^{1.44}}\right)^{\frac{5}{6}} \tag{36}
\end{equation*}
$$

(see Fig. 3).


Fig.3. Entire solution for $\mathrm{p}=1.8$
The difference between the entire and power series solution is exhibited on Fig. 4.


Figure 4.
In Example 3 the parameters are

$$
\begin{aligned}
p & =2.2 \\
a & =3.2884, \\
b & =0.3227, \\
\beta & =5 / 6, \\
p^{\prime} & =2.64,
\end{aligned}
$$

and the exact solution can be given by

$$
\begin{equation*}
\bar{u}(r)=3.2884\left(\frac{0.3227}{0.3227+r^{2.64}}\right)^{\frac{5}{6}} \tag{37}
\end{equation*}
$$

(see Fig. 5).


Fig. 5. Entire solution for $\mathrm{p}=2.2$
The difference between solution (33) and (37) is illustrated on Fig. 6.

On Fig.1, Fig. 3 and Fig. 5 we see that the shapes of the solutions of the initial value problem (9) differ considerably if we keep the parameters the same and only value of $p$ is varying.


Figure 6.
In Fig. 7 the entire solutions of (9) are illustrated for the examined three cases.


Figure 7.

## 6 Perturbation analysis

In this section we intend to discuss the influence of change of parameters for the analytical solution of initial value problem (8). We present the power series solutions for different values of parameters $n, p, \gamma$, and $\delta$.
From the four parameters we always fix three ones and allow to change only one. For all investigated cases we take sublinear and
superlinear exponents in function $f$, i.e., $\gamma<1$, and $\delta>1$, and we fix the initial value of the solution at zero:

$$
\alpha=2 .
$$

### 6.1 The effect of change in $p$

Let us fix parameters $n, \gamma$, and $\delta$ :

$$
\begin{aligned}
& n=3 \\
& \gamma=0.8, \\
& \delta=2,
\end{aligned}
$$

and evaluate the power series solution according to Section 4 for

$$
p=1.5,2,3 .
$$

The solutions $u_{p}$ for different values of $p$ have the form:

$$
\begin{aligned}
& p=1.5 \\
& u_{p=1.5}(r)=2-1.2207 r^{3}+0.6095 r^{6}-0.3047 r^{9} \\
& +0.1526 r^{12}-0.0765 r^{15}+0.0384 r^{18}-0.0193 r^{21}, \\
& p=2 \\
& u_{p=2}(r)=2-0.9568 r^{2}+0.2247 r^{4}-0.4616 r^{6} \\
& \\
& +0.0886 r^{8}-0.0016 r^{10}+0.0003 r^{12},
\end{aligned}
$$

Figure 8.

$$
\begin{aligned}
& p=3 \\
& u_{p=3}(r)=2-0.9222 r^{1.5}+0.1159 r^{3}-0.0086 r^{4.5} \\
& \quad+0.0004 r^{6}-0.109405342310^{-4} r^{7.5} \\
& \quad+0.878110^{-6} r^{9} .
\end{aligned}
$$

On Figure 8 we demonstrate the figures of solutions $u_{p=1.5}, \quad u_{p=2}, \quad u_{p=3}$ and the influence of different values of $p$.

### 6.2 The effect of change in $\delta$

Let us fix parameters $n, \gamma$, and $p$ :

$$
\begin{aligned}
& n=3, \\
& \gamma=0.8, \\
& p=2,
\end{aligned}
$$

and evaluate the local analytic solution in the neighborhood of zero for

$$
\delta=1,2,3
$$

The solutions $u_{\delta}$ for different values of $\delta$ have the form

$$
\begin{aligned}
& \delta=1 \\
& \begin{array}{l}
u_{\delta=1}(r)=2-0.6235 r^{2}+0.0529 r^{4}-0.0018 r^{6} \\
\quad+0.342910^{-4} r^{8}-0.201010^{-6} r^{10} \\
\quad+0.185010^{-7} r^{12},
\end{array}
\end{aligned}
$$

$\delta=2$

$$
\begin{gathered}
u_{\delta=2}(r)=2-0.9568 r^{2}+0.2247 r^{4}-0.0462 r^{6} \\
+0.0088 r^{8}-0.0016 r^{10}+0.0003 r^{12} \\
-0.499010^{-4} r^{14}
\end{gathered}
$$

$$
\delta=3
$$

$$
\begin{gathered}
u_{\delta=3}(r)=2-1.6235 r^{2}+1.0306 r^{4}-0.6859 r^{6} \\
+0.4581 r^{8}-0.3057 r^{10}+0.2040 r^{12} \\
-0.1362 r^{14}
\end{gathered}
$$

On Figure 9 the graphs of $u_{\delta=1}, u_{\delta=2}$, and $u_{\delta=3}$ are illustrated and we see the effect of $\delta$ for the shape of the solutions.


Figure 9.

### 6.3 The effect of change in $\gamma$

Let us fix parameters $n, p$, and $\delta$ as follows

$$
\begin{aligned}
& n=3, \\
& p=3, \\
& \delta=1.5
\end{aligned}
$$

and evaluate the power series solution according to Section 4 for

$$
\gamma=0.1,0.4,0.9
$$

The solutions $u_{\gamma}$ for different values of $\gamma$ have the form

$$
\begin{aligned}
& \gamma=0.1 \\
& \quad u_{\gamma=0.1}(r)=2-0.7601 r^{3 / 2}+0.0537 r^{3} \\
& -0.0017 r^{9 / 2}-0.246310^{-4} r^{6}-0.286810^{-5} r^{15 / 2} \\
& \quad-0.210210^{-6} r^{9}-0.426310^{-8} r^{21 / 2}, \\
& \gamma=0.4 \\
& u_{\gamma=0.4}(r)=2-0.7839 r^{3 / 2}+0.05889 r^{3} \\
& -0.0014 r^{9 / 2}+0.139510^{-4} r^{6}+0.191610^{-5} r^{15 / 2} \\
& \quad+0.430110^{-6} r^{9}+0.905910^{-7} r^{21 / 2},
\end{aligned}
$$

$$
\begin{aligned}
& \gamma=0.9 \\
& \quad u_{\gamma=0.9}(r)=2-0.8339 r^{3 / 2}+0.0731 r^{3} \\
& -0.0014 r^{9 / 2}+0.183810^{-4} r^{6}+0.806310^{-6} r^{15 / 2} \\
& \quad+0.437210^{-7} r^{9}-0.146510^{-8} r^{21 / 2}
\end{aligned}
$$

On Figure 10 we exhibit the figures of $u_{\gamma=0.1}$, $u_{\gamma=0.4}$, and $u_{\gamma=0.9}$. We see that the influence of change of $\gamma$ very small.


Figure 10.

### 6.4 The effect of change in $n$

Let us fix parameters $n, \gamma$, and $\delta$ such as

$$
\begin{aligned}
& p=2.5, \\
& \gamma=0.8, \\
& \delta=2,
\end{aligned}
$$

and evaluate the local analytic solution in the neighborhood of zero for

$$
n=2,4,6 .
$$

The solutions $u_{n}$ for different values of $n$ have the form
$n=2$

$$
\begin{gathered}
u_{n=2}(r)=2-1.2119 r^{5 / 3}+0.2184 r^{10 / 3} \\
-0.0298 r^{5}+0.322510^{-2} r^{20 / 3} \\
-0.298710^{-3} r^{25 / 3}+0.273710^{-4} r^{10} \\
-0.181910^{-5} r^{35 / 3},
\end{gathered}
$$

$$
n=4
$$

$$
u_{n=4}(r)=2-0.7634 r^{5 / 3}+0.1122 r^{10 / 3}
$$

$$
-0.0121 r^{5}+0.108910^{-2} r^{20 / 3}
$$

$$
-0.842510^{-4} r^{25 / 3}+0.612810^{-5} r^{10}
$$

$$
-0.399910^{-6} r^{35 / 3},
$$

$$
n=6
$$

$$
u_{n=6}(r)=2-0.5826 r^{5 / 3}+0.0724 r^{10 / 3}
$$

$$
-0.667910^{-2} r^{5}+0.524110^{-3} r^{20 / 3}
$$

$$
-0.356810^{-4} r^{25 / 3}+0.225910^{-5} r^{10}
$$

$$
-0.131910^{-6} r^{35 / 3}
$$

On Figure 11 we present the figures of $u_{n=2}$,
$u_{n=4}$, and $u_{n=6}$.


Figure 11.

## 7 Conclusion

For problem (9) the entire solutions can be evaluated under restrictions listed in (11).

In other cases (and in this case as well) we are able to show the existence of local analytic solution of initial value problem (9) and to give a method for the determination of the coefficients for convergent power series solution in the neighborhood of zero. We calculated the exact entire solutions and the power series solutions for different values when the parameters. The effect of change of parameter values was investigated.
We remark, that the local solution can be given in the neighborhood of any $r_{0} \in R$ and for different parameter values of $p, n, \alpha, \gamma, \delta$. Our future aim is to investigate the widest class of function $f$ such that there exists locally analytic solution to problem (7).

Acknowledgements: The research was supported by the Hungarian National Foundation for Scientific Research OTKA (grant No. K61620).

## References:

[1] G. Bognár, P, Drábek, The p-Laplacian equation with superlinear and supercritical growth, multiplicity of radial solutions, Nonlinear Analysis. Series A, Theory and Methods, 60 (2005), pp. 719-728.
[2] G. Bognár-E. Rozgonyi: The power series solutions of some nonlinear initial value problems, WSEAS Transactions on Mathematics, 5 No. 6 (2006) 627-635.
[3] G. Bognár: The application of isoperimetric inequalities for nonlinear eigenvalue problems, WSEAS Transactions on Systems, 1 No. 2 (2002), 119-124.
[4] G. Bognár, Local analytic solutions to some nonhomogeneous problems with p-Laplacian, $E$. J. Qualitative Theory of Diff. Equ., No. 4. (2008), pp. 1-8.
[5] G. Bognár, M. Rontó, N. Rajabov: On initial value problems related to $p$-Laplacian and pseudo-Laplacian, Acta Math. Hungar., 108 (12), (2005), 1-12.
[6] Ch. Briot, J. K. Bouquet: Étude desfonctions d'une variable imaginaire, Journal de l'École Polytechnique, Cashier 36 (1856), 85-131.
[7] I. Caraus, N. E. Mastorakis: The numerical solution for singular integro-differential equations in generalized Hölder spaces. WSEAS

Transactions on Mathematics, 5 (2006), no. 5, 439-444.
[8] O. Dosly, P. Rehák: Half-linear Differential Equations, North-Holland Mathematics Studies 202, Elsevier, Amsterdam, 2005.
[9] P. Drábek, R. Manásevich: On the closed solution to some nonhomogeneous eigenvalue problems with $p$-Laplacian, Differential and Integral Equations, 12 No. 6 (1999), 773-788.
[10] J. R. Esteban and J. L. V'azquez, On the equation of turbulent filtration in onedimensional porous media, Nonlinear Analysis, vol. 10, no. 11, pp. 1303-1325, 1986.
[11] P. Henrici, Applied and computational complex analysis, Vol. 1. Power series-integration-conformal mappings-location of zeros. Wiley, New York-London Sydney Toronto, 1974.
[12] M. A. Herrero and J. L. V'azquez, On the propagation properties of a nonlinear degenerate parabolic equation, Communications in Partial Differential Equations, vol. 7, no. 12, pp. 13811402, 1982.
[13] E. Hille: Ordinary Differential Equations in the Complex Domain, John Wiley, New York, 1976.
[14] E. L. Ince: Ordinary Differential Equations, Dover Publ., New York, 1956.
[15] C-S. Lin, W-M. Ni: A counterexample to the nodal domain conjecture and a related semilinear equation, Proc. Amer. Math. Soc., 102, No2 (1988), 271-277.
[16] P. Lindqvist: Some remarkable sine and cosine functions, Helsinki University of Technology, Institute of Mathematics, Research Reports A321, 1993.
[17] W. Reichel, W. Walter: Radial solutions of equations and inequalities involving the $p$ Laplacian, J. Inequal. Appl., 1 (1997), 47-71.
[18] P. Lima, L. Morgado: Asymptotic and numerical approximation of a boundary value problem for a quasi-linear differential equation. WSEAS Transactions on Mathematics, 6 (2007), no. 5, 639--647.
[19] Z. Yang,B. Xu, Entire bounded solutions for a class of quasilinear elliptic equations, Boundary Value Problems Volume 2007, Article ID 16407, 8 pages doi:10.1155/2007/16407
[20] Z. Wu, J. Zhao, J. Yin, H. Li, Nonlinear Diffusion Equations, World Scientific, 2001.

