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#### Abstract

In this article, the numerical schemes of collocation methods for an approximate solution of singular integro- differential equations with kernels of Cauchy type are explained. The equations are defined on arbitrary smooth closed contours. The theoretical background of collocations methods in Lebesgue spaces is obtained.
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## 1 Introduction

Singular integral equations with Cauchy kernels (SIE) and Singular Integro- differential equations with Cauchy kernels (SIDE) are used to model many problems in elasticity theory, aerodynamics, mechanics, thermoelasticity, queuing system analysis, etc. [1][9].

The general theory of SIE and SIDE has been widely investigated in the last decades [10]-[12].

It is known that the exact solution for SIDE is possible in some particular cases. That is why it is necessary to elaborate the approximation methods for solving SIDE connected with the corresponding theoretical background. In this article we will study the collocation methods for approximate solution of SIDE.

The problems for an approximate solution of SIDE using collocation methods were studied in [13][15]. The SIDE were defined on the unit circle.

However, the case in which the contour of integration is arbitrary smooth closed curve (not a unit circle), has not been throughly investigated. Transition to another contour, different from the standard one, creates many difficulties. Conformal mapping from the arbitrary smooth contour to the unit circle using the Riemann function does not solve the problem on the contrary, it complicates it.

The theoretical background of collocation methods and reduction methods for SIDE in Generalized Hölder spaces is proven in [22]-[25]. In this study the equations were defined on arbitrary smooth closed contours. Numerical examples can be found in [24], [25]. The stability of collocation methods for SIDE was proven in [25].

## 2 The main definitions and notations

Let $\Gamma$ be an arbitrary smooth closed contour bounding a simply connected region $F^{+}$of the complex plane and $t=0 \in F^{+}, F^{-}=C \backslash\left\{F^{+} \cup \Gamma\right\}, C$ is the complex plane.

Let $z=\psi(w)$ be a Riemann function, mapping conformably and unambiguously the outside of unit circle $\Gamma_{0}=\{|w|=1\}$ on the domain $F^{-}$, so that $\psi(\infty)=\infty, \psi^{(\prime)}(\infty)=1$.

We assume that the contour belongs to the class $C(r ; \mu)$ (where $r$ is a positive integer and $0<\mu<1$ ) if the Riemann function $\psi(w)$ is $r$ times continuously differentiable function on $\{|w|\}>1$ and $\psi^{(r)}(w) \in$ $H_{\mu}\left(\Gamma_{0}\right)$, on $\Gamma_{0}=\{|w|=1\}$. [21].

Let $U_{n}$ be the Lagrange interpolating polynomial operator constructed on the points $\left\{t_{j}\right\}_{j=0}^{2 n}$ for any continuous function on $\Gamma$ :

$$
\begin{gather*}
\left(U_{n} g\right)(t)=\sum_{s=0}^{2 n} g\left(t_{s}\right) \cdot l_{s}(t) \\
l_{j}(t)=\prod_{k=0, k \neq j}^{2 n} \frac{t-t_{k}}{t_{j}-t_{k}}\left(\frac{t_{j}}{t}\right)^{n} \equiv  \tag{1}\\
\sum_{k=-n}^{n} \Lambda_{k}^{(j)} t^{k}, \quad t \in \Gamma, \quad j=0, \ldots, 2 n .
\end{gather*}
$$

$S$ denotes the singular integral operator (with a kernel of Cauchy type )on $\Gamma$ :

$$
(S \varphi)(t)=\frac{1}{\pi i} \int_{\Gamma} \frac{\varphi(\tau)}{\tau-t} d \tau \quad t \in \Gamma
$$

We introduce the Riesz operators $P=\frac{1}{2}(I+S)$ and
$Q=\frac{1}{2}(I-S)$, where $I$ is an identical operator and $S$ is a singular operator.

From [20],[23] we have the following formulae:
$(P x)^{(r)}(t)=\left(P x^{(r)}\right)(t), \quad(Q x)^{(r)}(t)=\left(Q x^{(r)}\right)(t)$
and the relations

$$
\begin{gather*}
\left(t^{k+q}\right)^{(r)}=\frac{(k+q)!}{(k+q-r)!} t^{k+q-r}, k=0, \ldots, n \\
\left(t^{-k}\right)^{(r)}=(-1)^{r} \frac{(k+r-1)!}{(k-1)!} t^{-k-r}, k=1, \ldots, n \tag{3}
\end{gather*}
$$

Problem formulation. In the complex space $L_{p}(\Gamma)(1<p<\infty)$ with norm

$$
\|g\|_{p}=\left(\frac{1}{l} \int_{\Gamma}|g|^{p}|d \tau|\right)^{\frac{1}{p}}
$$

where $l$ is the length of $\Gamma$, we consider the singular integro-differential equation (SIDE)

$$
\begin{gather*}
(M x \equiv) \sum_{r=0}^{\nu}\left[\tilde{A}_{r}(t) x^{(r)}(t)+\right. \\
\tilde{B}_{r}(t) \frac{1}{\pi i} \int_{\Gamma} \frac{x^{(r)}(\tau)}{\tau-t} d \tau \\
\left.+\frac{1}{2 \pi i} \int_{\Gamma} K_{r}(t, \tau) \cdot x^{(r)}(\tau) d \tau\right]=f(t), \quad t \in \Gamma \tag{4}
\end{gather*}
$$

where $\tilde{A}_{r}(t), \tilde{B}_{r}(t), f(t)$ and $K_{r}(t, \tau),(r=0, \ldots, \nu)$ are known functions on $\Gamma ; x^{(0)}(t)=x(t)$ is an unknown function; $x^{(r)}(t)=\frac{d^{r} x(t)}{d t^{r}}(r=1, \ldots, \nu)$ and $\nu$ is a positive integer.

We search for a solution of (4) in the class of functions, satisfying the conditions

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} x(\tau) \tau^{-k-1} d \tau=0, \quad k=0, \ldots, \nu-1 \tag{5}
\end{equation*}
$$

Using the Riesz operators we rewrite (4) in the following convenient form

$$
\begin{align*}
&(M x\equiv) \sum_{r=0}^{\nu}\left(A_{r}(t)\left(P x^{(r)}\right)(t)+B_{r}(t)\left(Q x^{(r)}\right)(t)+\right. \\
&\left.+\frac{1}{2 \pi i} \int_{\Gamma} K_{r}(t, \tau) x^{(r)}(\tau) d \tau\right)=f(t), \quad t \in \Gamma  \tag{6}\\
& \text { ISSN: 1109-2769 }
\end{align*}
$$

where $A_{r}(t)=\tilde{A}_{r}(t)+\tilde{B}_{r}(t), B_{r}(t)=\tilde{A}_{r}(t)-$ $\tilde{B}_{r}(t), r=0, \ldots, \nu$.
Equation (6) with conditions (5) will be denoted as "problem (6)-(5)."

We define the spaces $\stackrel{\circ}{W}_{p}^{(\nu)}(\Gamma)=\left\{g ; \exists g^{(r)} \in\right.$ $\left.C(\Gamma), r=\overline{0, \nu-1}, g^{(\nu)} \in L_{p}(\Gamma)\right\}$. The functions from $\stackrel{\circ}{W}_{p}^{(\nu)}(\Gamma)$ satisfy conditions (5). The norm in $\stackrel{\circ}{W_{p}}{ }^{(\nu)}$ $\stackrel{\circ}{W}_{p}(\Gamma)$ is given by formula

$$
\|g\|_{p, \nu}=\left\|g^{(\nu)}\right\|_{L_{p}}
$$

$L_{p, \nu}$ denote the image of space $L_{p}$ under the mapping $P+t^{-\nu} Q$ with the same norm as in $L_{p}$. The following lemmas are used to prove convergence theorems.
Lemma 1 The differential operator $\hat{D}^{\nu}: \stackrel{\circ}{W}_{p}^{(\nu)} \rightarrow$ $L_{p, \nu},\left(\hat{D}^{\nu} g\right)(t)=g^{(\nu)}(t)$ is continuously invertible one and its inverse operator $\hat{D}^{-\nu}: L_{p, \nu} \rightarrow \stackrel{\circ}{W_{p}^{(\nu)}}$ is determined by the equality

$$
\begin{gathered}
\left(\hat{D}^{-\nu} g\right)(t)=\left(\hat{N}^{+} g\right)(t)+\left(\hat{N}^{-} g\right)(t) \\
\left(\hat{N}^{+} g\right)(t)=\frac{(-1)^{\nu}}{2 \pi i(\nu-1)!} \int_{\Gamma}(P g)(\tau)(\tau-t)^{\nu-1} \\
\ln \left(1-\frac{t}{\tau}\right) d \tau \\
\left(\hat{N}^{-} g\right)(t)= \\
\frac{(-1)^{\nu-1}}{2 \pi i(\nu-1)!} \int_{\Gamma}(Q g)(\tau)(\tau-t)^{\nu-1} \ln \left(1-\frac{\tau}{t}\right) d \tau
\end{gathered}
$$

The proof can be found in [18].
Lemma 2 The operator $\hat{B}: \stackrel{\circ}{W_{p}}{ }_{p}^{\nu)} \rightarrow L_{p}, \hat{B}=(P+$ $\left.t^{\nu} Q\right) \hat{D}^{\nu}$ is continuously invertible operator and

$$
\hat{B}^{-1}=\hat{D}^{-\nu}\left(P+t^{-\nu} Q\right)
$$

The proof can be found in [18].

Auxiliary result We will formulate one result from [17], establishing the equivalence (in terms of solvability) of problem (6)-(5) and the singular integral equation (SIE). We will use this result to prove Theorem 4.

Using the integral representations

$$
\left.\begin{array}{rl}
\frac{d^{\nu}(P x)(t)}{d t^{\nu}} & =\frac{1}{2 \pi i} \int_{\Gamma} \frac{\zeta(\tau)}{\tau-t} d \tau, \\
\frac{d^{\nu}(Q x)(t)}{d t^{\nu}} & =\frac{t^{-\nu}}{2 \pi i} \int_{\Gamma} \frac{\zeta(\tau)}{\tau-t} d \tau,  \tag{7}\\
t \in F^{+}
\end{array}\right\}
$$

we reduce problem (6)-(5) to equivalent (in terms of solvability) singular integral equation (SIE) for unknown function $\zeta(t)$.

$$
\begin{gather*}
(\Theta \zeta \equiv) C(t) \zeta(t)+\frac{D(t)}{\pi i} \int_{\Gamma} \frac{\zeta(\tau)}{\tau-t} d \tau \\
+\frac{1}{2 \pi i} \int_{\Gamma} h(t, \tau) \zeta(\tau) d \tau=f(t), \quad t \in \Gamma \tag{8}
\end{gather*}
$$

where

$$
\begin{align*}
C(t) & =\frac{1}{2}\left[A_{\nu}(t)+t^{-\nu} B_{\nu}(t)\right] \\
D(t) & =\frac{1}{2}\left[A_{\nu}(t)-t^{-\nu} B_{\nu}(t)\right] \tag{9}
\end{align*}
$$

and $h(t, \tau)$ is a continuous Hölder function. The obvious formula for $h(t, \tau)$ can be found [17, (4.7)].

Note that the right-hand sides in SIDE (4) and SIE (8) coincide by virtue of condition (5). The equivalence of the existence of the solutions of SIE (8) and problem (6)-(5) is formulated in the following lemma.

Lemma 3 The system of SIE (8) and problem (6)-(5) are equivalent in terms of solvability. That is, for each solution $\zeta(t)$ of $(8)$ there is a solution $x(t)$ of problem (6)-(5), determined by formulae

$$
\begin{align*}
(P x)(t)= & \frac{(-1)^{\nu}}{2 \pi i(\nu-1)!} \int_{\Gamma} \zeta(\tau)\left[(\tau-t)^{\nu-1} \ln \left(1-\frac{t}{\tau}\right)\right. \\
& \left.+\sum_{k=1}^{\nu-1} \tilde{\alpha}_{k} \tau^{\nu-k-1} t^{k}\right] d \tau  \tag{10}\\
(Q x)(t)= & \frac{(-1)^{\nu}}{2 \pi i(\nu-1)!} \int_{\Gamma} \zeta(\tau) \tau^{-\nu}\left[(\tau-t)^{\nu-1} \ln \left(1-\frac{\tau}{t}\right)+\right. \\
& \left.\sum_{k=1}^{\nu-2} \tilde{\beta}_{k} \tau^{\nu-k-1} t^{k}\right] d \tau
\end{align*}
$$

$\left(\tilde{\alpha}_{k}, k=1, \ldots, \nu-1\right.$, and $\tilde{\beta}_{k}, k=0, \ldots, \nu-2$, are real numbers), and vice verso for each solution $x(t)$ of problem (6)-(5) there is a solution $\zeta(t)$

$$
\zeta(t)=\frac{d^{\nu}(P x)(t)}{d t^{\nu}}+t^{\nu} \frac{d^{\nu}(Q x)(t)}{d t^{\nu}}
$$

to the SIE (8).
Furthermore, for linear-independent solutions $\zeta(t)$ of (8) there are corresponding linear-independent solutions of problem (6)-(5) and vice verso.

In formulae (10) $\ln \left(1-\frac{t}{\tau}\right)$ and $\ln \left(1-\frac{\tau}{t}\right)$ there are branches that vanish at the points $t=0$ and $t=\infty$, respectively.

## 3 Numerical schemes of the collocation methods

The numerical schemes of collocation methods were obtained.

Now we need to find the approximate solution of problem (6)-(5) in polynomial form

$$
\begin{equation*}
x_{n}(t)=\sum_{k=0}^{n} \xi_{k}^{(n)} t^{k+\nu}+\sum_{k=-n}^{-1} \xi_{k}^{(n)} t^{k}, \quad t \in \Gamma \tag{11}
\end{equation*}
$$

where unknown coefficients $\xi_{k}^{(n)}=\xi_{k},(k=$ $-n, \ldots, n)$; obviously $x_{n}(t)$, derived from formula (11), satisfies conditions (5).

Let $R_{n}(t)=M x_{n}(t)-f(t)$ be the residual of SIDE. The collocation methods consist in setting it equal to zero at chosen points $t_{j}, j=0, \ldots, 2 n$ on $\Gamma$ and thus obtaining system linear algebraic equations for the unknown coefficients $\xi_{k}$, which will be determined by solving it.

$$
\begin{equation*}
R_{n}\left(t_{j}\right)=0, j=0, \ldots, 2 n \tag{12}
\end{equation*}
$$

Using formulae (2), (3) from (12), we obtain the following system of linear algebraical equations (SLAE) for collocation methods:

$$
\begin{align*}
& \sum_{r=0}^{\nu}\left\{A_{r}\left(t_{j}\right) \sum_{k=0}^{n} \frac{(k+\nu)!}{(k+\nu-r)!} t^{k+\nu-r} \xi_{k}\right. \\
& +B_{r}\left(t_{j}\right) \sum_{k=1}^{n}(-1)^{r} \frac{(k+r-1)!}{(k-1)!} \\
& \cdot t_{j}^{-k-r} \cdot \xi_{-k}+\frac{1}{2 \pi i} \cdot \sum_{k=0}^{n} \frac{(k+\nu)!}{(k+\nu-r)!} \\
& \quad \int_{\Gamma} K_{r}\left(t_{j}, \tau\right) \tau^{k+\nu-r} d \tau \cdot \xi_{k}  \tag{13}\\
& \quad+\sum_{k=1}^{n}(-1)^{r} \frac{(k+r-1)!}{(k-1)!} \cdot \frac{1}{2 \pi i} \\
& \left.\int_{\Gamma} K_{r}\left(t_{j}, \tau\right) \tau^{-k-r} d \tau \cdot \xi_{-k}\right\}=f\left(t_{j}\right)
\end{align*}
$$

where $j=0, \ldots 2 n$ are distinct points on $\Gamma_{\tilde{A}}$ and $A_{r}(t)=\tilde{A}_{r}(t)+\tilde{B}_{r}(t), B_{r}(t)=\tilde{A}_{r}(t)-\tilde{B}_{r}(t)$, $r=0, \ldots, \nu$.

## 4 Convergence theorem of collocation methods

The theoretical backgrounds of collocation methods methods are given in the following theorems.

Theorem 4 Let the following conditions be satisfied: be
contour $\Gamma \in C(2, \mu), \quad 0<\mu<1$;
the functions $A_{r}(t)$ and $B_{r}(t)$ belong to the space $H_{\alpha}(\Gamma), 0<\alpha<1, \quad r=0, \ldots, \nu ;$
$A_{\nu}(t) \neq 0 B_{\nu}(t) \neq 0, \quad t \in \Gamma ;$
the index of function $t^{\nu} B_{\nu}^{-1}(t) A_{\nu}(t)$ is equal to zero; the function $K_{r}(t, \tau) \in H_{\beta}(\Gamma) 0<\beta \leq 1$ (for both variables) and function $f(t) \in C(\Gamma)$;
operator $M: \stackrel{\circ}{W}_{p}^{(\nu)} \rightarrow L_{p}(\Gamma)$ is linear and invertible;
points $t_{j}(j=0, \ldots, 2 n)$ form a system of Fe』ér knots on $\Gamma$ [16]:
$t_{j}=\psi\left[\exp \left(\frac{2 \pi i}{2 n+1}(j-n)\right)\right], \quad j=0, \ldots, 2 n$,
Then, beginning with numbers $n \geq N_{1}$, the SLAE (13) of collocation methods have the unique solution $\xi_{k}(k=-n, \ldots, n)$. The an approximate solution $x_{n}(t)$, constructed by formula (11), converge in the norm of space $\stackrel{\circ}{W}_{p}^{(\nu)}(\Gamma)$ as $n \rightarrow \infty$ to the exact solution $x(t)$ of problem (6)-(5). Furthermore, the following formula holds:
$\left\|x-x_{n}\right\|_{p, \nu} \leq O\left(\frac{1}{n^{\alpha}}\right)+O\left(\omega\left(f ; \frac{1}{n}\right)\right)+O\left(\omega^{t}\left(h ; \frac{1}{n}\right)\right)$.

## Proof of Theorem 4

Using conditions (12)

$$
\begin{equation*}
R_{n}\left(t_{j}\right)=0, j=0, \ldots, 2 n \tag{16}
\end{equation*}
$$

we obtain that (13) is equivalent to the operator equation

$$
\begin{equation*}
U_{n} M U_{n} x_{n}=U_{n} f \tag{17}
\end{equation*}
$$

where $M$ is the operator defined in (6).
We show that if $n \geq N_{1}$ large enough, then the operator $U_{n} M U_{n}$ is invertible. The operator maps from the subspace $\stackrel{\circ}{X}_{n}=\left\{t^{\nu} \sum_{k=0}^{n} \xi_{k} t^{k}+\sum_{k=-n}^{-1} \xi_{k} t^{k}\right\}$ (the norm defined as in $\left.\stackrel{\circ}{W}_{p}^{(\nu)}(\Gamma)\right)$ to the subspace $X_{n}=\sum_{k=-n}^{n} \bar{r}_{k} t^{k}$, (the norm defined as in $L_{p}(\Gamma)$ ).

Similarly, using formulae (7), we represent the functions $\frac{d^{\nu}\left(P x_{n}\right)(t)}{d t^{\nu}}$ and $\frac{d^{\nu}\left(Q x_{n}\right)(t)}{d t^{\nu}}$ by Cauchy type integrals with the same density $\zeta_{n}(t)$ :

$$
\left.\begin{array}{rl}
\frac{d^{\nu}\left(P x_{n}\right)(t)}{d t^{\nu}} & =\frac{1}{2 \pi i} \int_{\Gamma} \frac{\zeta_{n}(\tau)}{\tau-t} d \tau, \\
\frac{t \in F^{+}}{}  \tag{18}\\
\frac{d^{\nu}\left(Q x_{n}\right)(t)}{d t^{\nu}}=\frac{t^{-\nu}}{2 \pi i} \int_{\Gamma} \frac{\zeta_{n}(\tau)}{\tau-t} d \tau, & t \in F^{-}
\end{array}\right\}
$$

By $\Upsilon_{n}$ we denote the polynomial class of the form $\sum_{k=-n}^{n} \gamma_{k} t^{k}$, where $\gamma_{k}$ are arbitrary complex numbers.

Using formulae (2) and relations (3) we obtain from (18) that

$$
\zeta_{n}(t)=\sum_{k=0}^{n} \frac{(k+\nu)!}{k!} t^{k} \xi_{k}+(-1)^{\nu} \sum_{k=1}^{n} \frac{(k+\nu-1)!}{(k-1)!} t^{-k} \xi_{-k}
$$

and so $\zeta_{n}(t) \in \Upsilon_{n}$, for $t \in \Gamma$.
Using (17), (18) as well as problem (6)-(5) can be reduced to an equivalent equation (in terms of solvability)

$$
\begin{equation*}
U_{n} \Theta U_{n} \zeta_{n}=U_{n} f \tag{14}
\end{equation*}
$$

treated as an equation in the subspace $X_{n}$.
Obviously, (19) is the equation of collocation methods for SIE (8). The collocation methods were considered in [21] for SIE, where sufficient conditions for the solvability and convergence of these methods were obtained. From (18) and $\zeta_{n}(t) \in \Upsilon_{n}$ we conclude that if $\zeta_{n}(t)$ is the solution of equation (19), then $y_{n}(t)$ is the discrete solution of the system $U_{n} M U_{n} x_{n}=U_{n} f$ and vice verso.

We can determine $y_{n}(t)$ from the following relations

$$
\begin{align*}
\left(P y_{n}\right)(t)= & \frac{(-1)^{\nu}}{2 \pi i(\nu-1)!} \int_{\Gamma} \zeta_{n}(\tau)\left\{(\tau-t)^{\nu-1} \ln \left(1-\frac{t}{\tau}\right)\right. \\
& \left.+\sum_{k=1}^{\nu-1} \tilde{\alpha}_{k} \tau^{\nu-k-1} t^{k}\right\} d \tau ;  \tag{20}\\
\left(Q y_{n}\right)(t)= & \frac{(-1)^{\nu}}{2 \pi i(\nu-1)!} \int_{\Gamma} \zeta_{n}(\tau) \tau^{-\nu}\left\{(\tau-t)^{\nu-1} \ln \left(1-\frac{\tau}{t}\right)\right. \\
& \left.+\sum_{k=1}^{\nu-2} \tilde{\beta}_{k} \tau^{\nu-k-1} t^{k}\right\} d \tau
\end{align*}
$$

As mentioned above, function $y_{n}(t)$ is determined through $\zeta_{n}(t)$ from (20) uniquely.

It follows that if equation (19) has a unique solution $\zeta_{n}(t)$ in subspaces $X_{n}$, then the following relation is true

$$
\begin{equation*}
y_{n}(t)=x_{n}(t) . \tag{21}
\end{equation*}
$$

We will show that for (8) all the conditions of Theorem 1 for the collocation methods from [21] are satisfied.

From condition 3 of theorem 4 and formula (9), we obtain condition 3 of the theorem 1 from [21].

From equality $[C(t)-D(t)]^{-1}[C(t)+D(t)]=$ $t^{\nu} B_{\nu}^{-1}(t) A_{\nu}(t)$ and the condition 4 of the theorem 4, we conclude that the indices of the functions $[C(t)-$ $D(t)]^{-1}[C(t)+D(t)]$ are equal to zero. We have the condition 4 from the Theorem 1. [21]. From conditions 3),4),6), lemma 2, the invertibility of operator $\Upsilon: L_{p}(\Gamma) \rightarrow L_{p}(\Gamma)$ follows. The other conditions of theorem 4 coincide with the conditions of Theorem 1[21].

Conditions 1)-7) in theorem 4 provide the validity of all the conditions of theorem 1 in [21]. Therefore, beginning with the numbers $n \geq N_{1}$, the equation (19) is uniquely solvable.

The an approximate solution $\zeta_{n}(t) \in \Upsilon_{n}$ of (19) converge to the exact solution $\zeta(t)$ of SIE (8) in the norm of the space $L_{p}(\Gamma)$ as $n \rightarrow \infty$. Therefore, operator equation $U_{n} M U_{n} x_{n}=U_{n} f$ and $\operatorname{SLAE}$ (13) have unique solutions for $n \geq N_{1}$.

We know from Theorem 1 in [21] that the following relation holds:
$\left\|\zeta-\zeta_{n}\right\|_{L_{p}} \leq O\left(\frac{1}{n^{\alpha}}\right)+O\left(\omega\left(f ; \frac{1}{n}\right)\right)+O\left(\omega^{t}\left(h ; \frac{1}{n}\right)\right)$.
From (7) and (18) we obtain
$(P x)^{(\nu)}(t)=(P \zeta)(t) \quad$ and $\quad(Q x)^{(\nu)}(t)=t^{-\nu} \cdot(Q \zeta)(t)$.
We therefore have that

$$
\begin{aligned}
& \left(P x_{n}\right)^{(\nu)}(t)=\left(P \zeta_{n}\right)(t) \\
& \left(Q x_{n}\right)^{(\nu)}=t^{-\nu}\left(Q \zeta_{n}\right)(t)
\end{aligned}
$$

We proceed to get an error estimate

$$
\begin{gather*}
\left\|x-x_{n}\right\|_{p, \nu}=\left\|x^{(\nu)}-x_{n}^{(\nu)}\right\|_{L_{p}} \\
\leq\left\|P\left(\zeta-\zeta_{n}\right)\right\|_{L_{p}}+\left\|t^{-\nu} Q\left(\zeta-\zeta_{n}\right)\right\|_{L_{p}} \\
\leq\|P\| \cdot\left\|\zeta-\zeta_{n}\right\|_{L_{p}}+\left\|t^{-\nu}\right\|_{L_{p}} \cdot\|Q\| \cdot\left\|\zeta-\zeta_{n}\right\|_{L_{p}} \\
\leq\left(\|P\|+\left\|t^{-\nu}\right\| \cdot\|Q\|\right)\left\|\zeta-\zeta_{n}\right\| \\
\leq\left(\|P\|+c_{1}\|Q\|\right)\left\|\zeta-\zeta_{n}\right\| \tag{23}
\end{gather*}
$$

Here we have used the inequality

$$
\left\|t^{-\nu}\right\|_{L_{p}}=\left(\frac{1}{l} \int_{\Gamma}\left|t^{-\nu}\right|^{p} d t\right)^{\frac{1}{p}}=\left(\frac{1}{l} \int_{\Gamma}\left|t^{-p \nu}\right| d t\right)^{\frac{1}{p}}
$$

$$
\begin{aligned}
& \leq\left(\frac{1}{l} \cdot \frac{1}{\min _{t \in \Gamma}|t|^{p \cdot \nu}} \cdot l\right)^{\frac{1}{p}} \\
& =\left(\frac{1}{\min _{t \in \Gamma}|t|^{p \cdot \nu}}\right)^{\frac{1}{p}}=c_{1} .
\end{aligned}
$$

From the previous relation and from (23), using (22), we obtain (15).

Theorem 4 is then proven.

## References:

[1] Cohen J. and Boxma O., Boundary value problems in queuing system analysis. North-Holland Mathematics Studies, 79. North-Holland Publishing Co., Amsterdam, 405 pp.(1983) ISBN: 0-444-86567-5
[2] Bardzokas D. and Filshtinsky M., Investigation of the direct and inverse piezoeffect in the dynamic problem of electroelasticity for an unbounded medium with a tunnel opening. ACTA MECHANICA 2002; 155(1): pp. 17-25.
[3] Kalandia A., Mathematical methods of two- dimensional elasticity. Mir Publishers: 1975, 351 p .
[4] Ladopoulos E., Singular integral equations : linear and non-linear theory and its applications in science and engineering, Springer: Berlin ; New York, 2000; 551 p.
[5] Ladopoulos E., Finite- part singular integrodifferential equation arising in two- dimensional aerodynamics Archives of Mechanics 1986; 41: pp. 925-936
[6] Linkov A., Boundary Integral Equations in Elasticity Theory Kluwer Academic: Dordrecht ; Boston, 2002: 268p.
[7] Lifanov I., Singular Integral Equations and Discrete Vortices Utrecht, the Netherlands; 1996, 475 p.
[8] Mikhlin S., Morozov N. and Paukshto M., The integral equations of the theory of elasticity Stuttgart : B.G. Teubner Verlagsgesellschaft, 1995; 375 p.
[9] Muskhelishvili N., Some basic problems of the mathematical theory of elasticity: fundamental equations, plane theory of elasticity, torsion, and bending Groningen, P. Noordhoff; 1953; 704 p.
[10] Ivanov V., The theory of an approximate methods and their application to the numerical solution of singular integral equations Noordhoff International Publishing, 1976; 330 p.
[11] Muskhelishvili N., Singular integral equations: boundary problems of function theory and their application to mathematical physics Leyden : Noordhoff International, 1977; 447 p.
[12] Gakhov F., Boundary value problems. Oxford, New York, Pergamon Press; Reading, Mass., Addison-Wesley, 1966; 561 p.
[13] Gabdulhaev B., Dzjadik's polynomial approximations for solutions of singular integral and integro-differential equations. Izv. Vyssh. Uchebn. Zaved. Mat. 1978, no. 6(193), 51-62. (In Russian)
[14] Prössdorf Siegfried, Some classes of singular equations Amsterdam ; New York : NorthHolland Pub. Co; New York : sole distributors for the USA and Canada, Elsevier NorthHolland, 1978; 417 p.
[15] Prössdorf Siegfried and Silbermann Bernd, Numerical analysis for integral and related operator equations. Mathematische Lehrbcher und Monographien, II. Abteilung: Mathematische Monographien [Mathematical Textbooks and Monographs, Part II: Mathematical Monographs], 84. Akademie-Verlag, Berlin, 1991. 542 pp. ISBN: 3-05-500696-8
[16] Smirnov, V., Lebedev, N., Functions of a complex variable: Constructive theory. Translated from the Russian by Scripta Technical Ltd. The M.I.T. Press, Cambridge, Mass. 1968488 pp.
[17] Krikunov Iu., The general boundary Riemann problem and linear singular integro- differential equation The scientific notes of the Kazani university 116(4):pp. 3-29.(1956) (in Russian)
[18] Saks R., The boundary problems for elliptic systems of differential equations. Novosibirsk: University of Novosibirsk, 1975. (in Russian)
[19] Zolotarevskii V., Direct methods for solving singular integral equations on closed smooth contour in spaces $L_{p}$. Rev. Anal. Numr. Thor. Approx. 25 (1996), no. 1-2, 257-265.
[20] Zolotarevskii V., Finite-dimensional methods for solving singular integral equations on closed integration contours, "Shtiintsa", Kishinev, 1991. 136 pp. ISBN: 5-376-01000-7 (in Russian)
[21] Zolotarevskii V., Approximate solution of systems of singular integral equations on some smooth contours in $L_{p}$ spaces. (Russian) Izv. Vyssh. Uchebn. Zaved. Mat. 1989, , no. 2, 7982; translation in Soviet Math. (Iz. VUZ) 33 (1989), no. 2, 100-105
[22] Zolotarevskii V., Zhilin Li and Iurie $\mathrm{Ca}-$ raus, Approximate solution of singular integrodifferential equations by the method of reduction over Faber-Laurent polynomials. (Russian) Differ. Uravn. 40 (2004), no. 12, 1682-1686, 1727; translation in Differ. Equ. 40 (2004), no. 12, 1764-1769
[23] Iurie Caraus, Nikos E. Mastoraskis, The Numerical Solution for Singular Integro- Differential Equation in Generalized Holder Spaces, WSEAS TRANSACTIONS ON MATHEMATICS, Issue 5, V. 5, May 2006, pp. 439-444, ISSN 1109-2769.
[24] Iurie Caraus and Nikos E. Mastorakis, The test examples for Approximate Solution of singular Integro- Differential Equations by Mechanical Quadrature methods in classical Holder spaces. Proceedings of the 2nd IASME/WSEAS International Conference on Energy and Environment Protorose, Slovenia, Studies in Mechanics, Environment and Geoscience. pp.90-95.
[25] Iurie Caraus and Nikos E. Mastorakis, The stability of collocation methods for approximate solution of singular integro- differential equations. 3rd WSEAS International Conference on Applied and Theoretical Mechanics, Mathematics in Computer Science and Enginnering. Tenerife, Spain, December 14-16, 2007, pp.7378.

Acknowledgements: The research of first author was partially supported by the Research Council K.U.Leuven, project OT/05/40 (Large rank structured matrix computations), $\mathrm{CoE} \mathrm{EF} / 05 / 006$ Optimization in Engineering (OPTEC), by the Fund for Scientific Research-Flanders (Belgium), Iterative methods in numerical Linear Algebra), G.0455.0 (RHPH: Riemann-Hilbert problems, random matrices and Padé-Hermite approximation), G. 0423.05 (RAM: Rational modelling: optimal conditioning and stable algorithms), and by the Interuniversity Attraction Poles Programme, initiated by the Belgian State, Science Policy Office, Belgian Network DYSCO (Dynamical Systems, Control, and Optimization).

