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Abstract: - Nowadays, data mining has been extremely interested; because of its ability to give the companies a 
better view for strategic decisions. In case of, contribution of several companies for a shared data mining, there 
is a big problem: confidentially of data. Here, the companies are avoided passing their data to the miner 
directly. The best solution is applying a cryptographic tools named as Multi Party Computation (MPC). In this 
paper, we represent a secure MPC algorithm for online transactions, where the clients’ information, especially 
joint time and public keys are not clear. The algorithm emerges the excessively useful response time. The 
mathematic demonstration also ensures the privacy of clients’ data.  
 
Key-Words: - Multi Party Computation, Privacy Preserving, Secure Counting Algorithm, Distributed Data 
 
 
1 Introduction 
Today, the large amount of data will be used among 
the large number of companies. There exist a lot of 
valuable patterns and roles which are hided between 
wooded data. Data mining tools has been developed 
to discover these worth facts. It is sophisticated 
where the data has been distributed among number 
of parties because of privacy of their sensitive data. 
Each company leans to gain the advantage of data 
mining tools, but he does not propend to share his 
sensitive data. Multi Party Computation (MPS) has 
been solved this conflict. MPC ensures the privacy 
preserving of data using cryptographic tools as well 
as precious aggregation over the distributed data. 
In this paper, we propose a cryptographic method 
that allows a Miner system to compute aggregation 
of respondents’ data. As we mentioned before, it is 
important that content of data should not be 
revealed. In this algorithm, each client only sends a 
message to Miner system and there is no need to any 
inner interaction between clients. The algorithm 
ensures that no extra information is revealed to 
Miner System except the summation of respondents’ 
data.  
Our algorithm could be used as basic fundamental 
for data mining tools. It is also useful for 
implementing an E-Voting system or calculation of 
web pages poll result. 
First, we will briefly introduce some related work 
and basic cryptographic method in section 2, 

respectively and then we will fully explain the base 
algorithm in section 3. We explain the problem and 
proposed algorithm in section 4 and we represent 
our result in section 5. The paper will ends with a 
discussion about the earned result and precise 
conclusion in section 6. 
 
 
2 Background and Related Work 
The secure multi-party computation also known as 
(MPC) is one of the main results of the theory of 
cryptography. First, Yao’s [1] introduced the multi-
party computation and nowadays many authors have 
attend many optimizations and extensions to the 
basic concept, for two main branch; the two-party 
(2PC) and the multi-party (MPC)  [2,  3,  4,  5,  6,  
7,  8]. Most of recently papers on secure multi-party 
computation area have been focused on theory of 
multi-party computation and there is no much 
applicable implementing of MPC, although, in the 
few last year some practical implementation of 
multi-party computation has been appeared [9,  10,  
11,  12,  13]. 
There exist many algorithm and techniques for 
secure multi-party computation. We have focused 
on more practical and high speed algorithms which 
have been published.  
Secure multi-party computation essentially comes in 
two flavors [14]. The first approach is typically 
based upon secret sharing and operates on an 
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arithmetic circuit representation of the computed 
function, such as in the BGW (Ben-Or, Goldwasser 
and Wigderson) or CCD (Chaum, Crepeau and 
Damg°ard) protocols [15,  16]. This approach is 
usually applied when there is an honest majority 
among the participants (which can only exist if more 
than two parties participate in the protocol). An 
alternative approach represents the function as a 
binary circuit. This approach was used in the 
original two-party garbled circuit construction of 
Yao [1], and in the GMW (Goldreich, Micali and 
Wigderson) multi-party protocol [4]. 
Secure Multi-Party Computation (SMC) allows 
parties with similar background to compute results 
upon their private data, minimizing the threat of 
disclosure [17]. SMC caters not only to the needs of 
such parties but also provides plausible solutions to 
individual organizations for problems like privacy-
preserving database query, privacy-preserving 
scientific computations, privacy preserving intrusion 
detection and privacy-preserving data mining. 
Privacy preserving data mining deals with the 
problem of building accurate data mining models 
over aggregate data, while protecting privacy at the 
level of individual records. There are two main 
approaches to privacy-preserving data mining. One 
approach is to perturb or randomize the data before 
sending it to the data miner. Ma [18] proposes a post 
randomization technique to randomize the privacy 
sensitive variables in learning Bayesian network 
parameters from distributed heterogeneous 
databases. The only required information from the 
data set is a set of sufficient statistics for learning 
Bayesian network parameters. Their proposed 
method estimates the sufficient statistics from the 
randomized data [19]. Amirbekyan [20] presented 
practical algorithms for performing privacy 
preserving regression in the more sensitive case, 
namely, where the response variable is private. 
Their methods apply as well when the response 
variable is public. They have resolved both, the case 
where we have two parties and the general case of 
more than two parties. They have also addressed the 
second phase of the regression task, the model 
valuation phase. Their protocols are secure in the 
spirit of the semi honest model. 
Before we introduce our algorithm, we must first 
make the distinction between semi honest and 
malicious adversaries in multiparty algorithms. 
Semi honest adversaries follow the protocol exactly 
but try to learn additional information by analyzing 
the messages they received during the execution of 
the protocol. Such adversaries often model attacks 

that take place only after the execution of the 
protocol has completed. Malicious adversaries can 
always execute some arbitrary, malicious operations 
which can be very damaging to other parties. The 
malicious adversaries are much more difficult to 
defend against when designing the protocol. It is 
proved that, in the distributed multiparty setting, any 
probabilistic polynomial time function can be 
securely computed by assuming a majority of honest 
parties. Informally, in the semi honest model, a 
protocol privately computes a function if whatever 
can be computed by a subset of parties could be 
computed from their inputs and all intermediate 
computing messages. 
Our proposed algorithm is secure within the semi-
honest model. The algorithm is secure under Diffie-
Hillman DDH assumption and uses ElGamal 
encryption for increasing robustness and speed. The 
ElGamal cryptosystem is useful for communicating 
large messages since it reduces both computation 
and bandwidth requirement [21]. 
 
 
2.1 ElGamal Cryptosystem 
The ElGamal cryptosystem is a part of public 
encryption systems. The public key is (h, G, q, g) 
where G is a cyclic group of order q with the 
generator g, h=gx and x is the private key which is 
randomly chosen from [1, q]. All computation in the 
ElGamal scheme is done in the group G. 
Under the public key (h, G, q, g), the ciphertext of a 
message m (which is the representation of an 
element of G) is encrypted as E(m)=(c1, c2) where 
c1=m.hr, c2=gr

 and r is randomly chosen from [1, 
q].  To decrypt the ciphertext (c1, c2) with the private 
key x, the plaintext message m can be decrypted as 
m=c1(c2

x)-1. It clearly is true because 

. . 1

ElGamal encryption is semantically secure under the 
Decisional Diffie-Hellman (DDH) assumption [22]. 
One family in which DDH is believed to be 
intractable is the quadratic residue subgroup Qp of 
Zp* where p, q are two primes and p=2q+1. 
In the ElGamal encryption scheme, one cleartext has 
many possible ciphertexts because of the random 
value r. ElGamal supports rerandomization: a new 
ciphertext E′(m) of m can be computed from a 
ciphertext E(m)=(c1, c2) as E′(m)=(c1.hr′ ,c2.gr′) 
where r′ is randomly chosen from [1, q]. 
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2.2 Secret Sharing 
Secret sharing is the method of sharing a secret by 
multiple parties, so that no one and no party know 
the secret, but the secret could be constructed by 
combing some parties’ shares. 
For example, in a two-party case, Alice and Bob 
share a value x modulo some appropriate value N, in 
such a way that Alice holds a, Bob holds b, and x is 
equal to (a+b) mod N. This is called additive secret 
sharing. An important property of this kind of secret 
sharing is that if Alice and Bob have shares of a and 
b, then they can each locally add their shares 
modulo N to obtain shares of a+b. 
Shamir secret sharing is a threshold scheme [23]. In 
Shamir secret sharing, there are N parties and a 
polynomial P of degree k-1 such that P(0)=x where 
x is a secret. Each of the N parties holds a point in 
the polynomial P. Because k points (xi, yi) (1≤i≤k) 
uniquely define a polynomial P of degree k-1, a 
subset of at least k parties can reconstruct the secret 
x. But, fewer than k parties cannot construct the 

secret x. This scheme is also called (N, k) Shamir 
secret sharing. 
 
 
3 System Architecture 
The system includes possibly large numbers of 
clients who own their private data and a Miner who 
counts or sums their data. The architecture is shown 
in Fig.1. Although the Miner should be able to count 
or sum the data, but the system need to protect 
privacy of clients’ data. It means that the miner 
compute the summation of data without revealing 
the client’s exact data to neither himself nor any 
other clients. So the clients used an encryption 
system to send their data to Miner and the miner 
will compute the summation of their data without 
decrypting them. 
In our scenario, there are n clients, so we call them 
C1, . . . ,Cn; respectively. Each client owns his 
private data di. The aim of the Miner System is to 
calculate the sum ∑  with ensuring the 
privacy of di.  

 
Fig 1. System Architecture 

In our model, because of its practicability, the 
clients do not need to know about other clients and 
they never communicate themselves. So there is no 
communication channel between different clients. 
Moreover, each client only sends one encrypted 
message to the Miner. So, they do not need multi 

round interaction between clients and the Miner 
System. 
 
 
3.1 Aggregation Algorithm 
The implemented algorithm [24,  25] is based on the 
homomorphism property of mentioned ElGamal 

Clients send di in 
encrypted version 

Each client 
owns his 
private data di 

Miner tries to calculate the sum 
∑ 1  without decrypting data 
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encryption [26]. The DDH assumption and the 
ElGamal cryptosystem ensure the privacy of the 
algorithm. The algorithm also uses the 
exponentiation’s mathematical properties for 
converting multiplication to desired sums. We also 
use modular arithmetic operation to speed up the 
computing time of big prime numbers. It is surely 
affect on algorithm time. 
Let G be a group where (|G|=q for a large prime q), 
and let g be a generator of G. The group G is 
assumed for all computations in this paper. Suppose 
that each respondent Ci has two pairs of keys: ((xi 
modq), (Xi modq=(gx

i modq)), ((yi modq), (Yi 
modq=(gy

i modq)). We also define 

   2

Y mod Y  mod  3

The values xi and yi are private keys; Xi and Yi are 
public keys. All respondents need to calculate the 
values of X and Y from public keys. 

First, each respondent Ci try to encrypt his value di 
using his private key xi , yi and shared public key X , 
Y in ElGamal encryption system as described below 

  .  
    4

Then all clients send their encrypted message to 
Miner. The Miner System gathers all encrypted data 
together and computes m, h as: 

   5

   6

The Miner will use m, h for decrypting the d as sum 
of di. Then the Miner tries to find correct d between 
all possible values. It means that the miner tries to 
calculate (gd modp) for all possible of d values. This 
stage is more time consuming step and will continue 
until there exist any d as  

.    7

The algorithm is represented in Fig.2. We will show 
that the mentioned d is exactly ∑ . 

 

 
Fig 2. Aggregation Algorithm 

 
 

 Compute Shared Keys X, Y as  

∏ 1 , ∏  1   

  .  
   

 

 Encrypt and Send data to Miner as  

    .    

 Compute 

∏  1 , ∏  1  

 

 Try to find d so 
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---------------------------------------------------------------------------------------------------------------- Demonstration ∇ 

Suppose that m mod g  mod . h mod  

                                                   .    

                                                
∏  
∏  

 

                                              
∏   .  

∏  
 

                                              
∏   . ∏  

∏  
 

                                                 .
∏  
∏  

 

                                               ∑   .
∏    

∏    
 

                                               ∑   .
∑    

∑    
 

                                               ∑   .
∑ ∑  

∑ ∑  
∑    

                                                 ∑    

                                                                                                                                                               8  

 
This value is the desired summation of respondents’ 
votes. The Miner cannot take discrete logarithms; 
the Miner must use trial and error to learn d. The 
time consumption parameter of algorithm returns to 
the range of possible values of d. In case of Boolean 
votes the range of d is the number of respondent’s n. 
The miner algorithm is shown below. 
For   i=1   to   max (d) 
  if (m modq)=(gd modq).(h modq) then 
         return (d) 

 
 

4 Problem Explanation 
Base on the mentioned algorithm represented in 
Fig.2, the first and mostly important step is 
computing secret shared keys X, Y. We need all 
clients’ public key to calculate those secret shared 
keys. Regarding to this situation, all clients should 
present their public keys before process starts. It 
means that if any of client’s connection fails or any 
of clients does not join the process at start time, the 
miner is not able to start process and algorithm will 
be unsuccessful. The miner should also know the 
exact number of clients. It means that the system is 
semi-offline system. This condition avoids us to use 
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the algorithm in real world online problems like as 
E-Voting or web page’s poll result. In these cases, 
the clients own their private and confidential vote 
and the Teller want to know the summation of all 
votes without revealing the clients’ secret votes. But 
the clients are not ready at the beginning time and 
the time of user’s appearance is optional. The miner 
does not have any knowledge which how many 
clients could join to system and when they will 
appear. So the Miner could not able to compute the 
secret shared between the clients. As we mentioned 
before, the secret shared between the users is the 
product of their public keys as we called X, Y. All 
clients should be present their public keys to 
compute the shared secret key X, Y before 
aggregation started. Moreover, all users should send 
their data; therefore the Miner could compute the 
summation. 
So, in most online cases the algorithm will fail and 
is inapplicable. Due to the Miner, likewise, clients 
cannot assess the product of user’s public keys that 
do not join yet.  
In this paper, infinite product series have been used 
as shared secret key instead of X, Y. The final 
amounts of these series do not change with 
increasing the number of elements. An infinite 
product series define as 

 (9)

   
1 1
3 1

1.0123785 (10)

 
 
4.1 Proposed Algorithm 
The proposed  algorithm also is based on the 
homomorphism property of mentioned ElGamal 
encryption. We note that the security of ElGamal 
encryption depends on new random values being 
used for each encryption. Same as before, each 
client Ci has two pairs of keys: ((xi modq), (Xi 
modq=(gx

i modq)), ((yi modq), (Yi modq=(gy
i modq)) 

as private and public keys, respectively. Remember 
that the xi and yi values cannot be reused in different 
uses of the running algorithm. Here, we are not able 
to compute the X, Y. So we use two infinite series Ω, 
Ψ instead of X, Y.  

 (11)

1
 (12)

 (13)

1
 (14)

The client Ci encrypt his value di in ElGamal 
encryption system using Ω, Ψ as described below 

  .  
    (15)

and send his encrypted message in addition to his 
public keys Xi, Yi to the Miner. The Miner System 
computes m, h, X, Y as before: 

   (15)

   (16)

   (17)

   (18)

The Miner try to find desired d to satisfy below  

. ∑ 1  

. . ∑ 1  
(19)

The desired d is the summation of clients’ data. 
 
 
4.2 Algorithm Demonstration 
In this section, we prove that the algorithm 
represented in 4.1 correctly computes the 
summation of respondents’ data. Suppose that the 
Miner finds a d so 

. ∑ 1  

. . ∑ 1  
(19*)

We will show that d ∑ d .  
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---------------------------------------------------------------------------------------------------------------- Demonstration ∇ 
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5 Experimental Result 
We implemented our algorithm in Delphi.  All 
cryptographic operations use the OpenSSL and 
FGBigInt libraries. The OpenSSL library is 
accessible at www.openssl.org website. The IIS 
HTTP Server has been used for network simulation 
under windows Vista on a PC with a 2.4GHz 
processor and 2GB memory. We choose the 512 bits 
as the length of each cryptographic key. The main 
parameters of experiment are: Number of Clients 
and the range of d. Moreover, the time of computing 
di in each respondent will affect on final time. The 
key generation also is time consuming process, but 
these parameters are ignored in our experimental 
result. Because, as we mentioned before, these 
values can be precomputed offline before the 
protocol starts. 
In our result, we propose the time consumption of 
algorithm as the main factor. The algorithm’s stages 
are: 

• Sending Encrypted message to Miner 
• Computing m, h, X, Y on Miner 
• Finding desired d across its’ possible values 

We define two different phase of result. In first 
phase, each client owns a Boolean data. In sooth, we 
are counting the users’ data. This case is similar to 
E-Voting systems that each client is free to select an 
option and the Miner aims to know how many users 
do vote the idea. The final result of phase 1 is shown 
in Table 1 and Fig.3. In this experiment, the 
respondents send the Boolean data to Miner. In this 
condition, the range of d is equal to number of 
clients. We use 50, 100, 200, 500 and 1000 users in 
our experiment and the earned time is base on the 
average of five algorithm runs. As you can see, the 
time offers a linear behavior related to number of 
users. For example, Miner computation takes 952 
milliseconds for 1000 voters. 
 

Table 1. Processing Time of Algorithm 
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50 25 5 75 105 
100 28 20 120 168 
200 30 50 167 247 
500 35 150 350 535 

1000 38 180 734 952 
 

 
Fig 3. Total time of Frequency Counting Protocol 

related to Number of respondents 

In second phase, we have focused on non Boolean 
cases. In this case, the time is highly related to range 
of d. The range of d is not a simple parameter and 
return to many conditions.  

 
Fig 4. Total time related to Number of Voters and 

Range of d – 3d view 

 
Fig 5. Total time related to Number of Voters and 

Range of d – 3d view 
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The Fig.4 shows the time of algorithm execution 
related to number of clients and range of d and the 
Fig.5 shows the result in 3-d view. In this phase, 
although, the processing time is highly related to 
number of clients, but the range of d should not be 
ignored. The result shows that by increasing the 
range of d the final processing time extremely 
increased. It is due to complexity of miner 
algorithm’s loop; because the loop variable is d. We 
earn the algorithm takes less than 0.5 second for 
1000 voters with d in range of 1 to 1,000,000. 
 
 
6 Discussion and Conclusion 
In this paper, we proposed a Secure aggregation 
algorithm. Our proposed algorithm ensures the 
confidentially of sensitive respondents’ data. 
Furthermore, it does not need communication 
channels between different respondents or multi 
round interaction between any respondent and the 
Miner Systems. 
The mathematical demonstration ensures the 
accuracy of data’s aggregation. On the other hand, 
The DDH assumption and the ElGamal 
cryptosystem ensure the privacy of the algorithm 
and respondents’ data, so the Miner system can not 
reveal respondents’ data. Our experimental results 
also show significantly desirable response time. The 
time increasing is derived from high security of 
algorithm, because the Miner could not able to 
decrypt the message, so the Miner should use trial 
and error to find the result. 
The algorithm can also be used for any model 
enabled by counting values. Our both theoretical 
analysis and proof in addition to experimental 
results show that the algorithm is very efficient and 
runs in desirable time. 
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