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Abstract: - In this paper, a new efficient method for outlier detection is proposed. The proposed method is based on 
fuzzy clustering techniques. The c-means algorithm is first performed, then small clusters are determined and 
considered as outlier clusters. Other outliers are then determined based on computing differences between objective 
function values when points are temporarily removed from the data set. If a noticeable change occurred on the 
objective function values, the points are considered outliers. Test results were performed on different well-known 
data sets in the data mining literature. The results showed that the proposed method gave good results. 
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1. Introduction 
Outlier detection is an important pre-processing task 
[1]. It has many practical applications in several 
areas, including image processing [2], remote 
sensing [3], fraud detection [4], identifying 
computer network intrusions and bottlenecks [5], 
criminal activities in e-commerce and detecting 
suspicious activities [6]. Different approaches have 
been proposed to detect outliers, and a good survey 
can be found in [7, 8, 9]. 

Clustering is a popular technique used to group 
similar data points or objects in groups or clusters 
[10]. Clustering is an important tool for outlier 
analysis. Several clustering-based outlier detection 
techniques have been developed, most of which rely 

on the key assumption that normal objects belong to 
large and dense clusters, while outliers form very small 
clusters [11, 12]. 

It has been argued by many researchers whether 
clustering algorithms are an appropriate choice for 
outlier detection. For example, in [13], the authors 
reported that clustering algorithms should not be 
considered as outlier detection methods. This might be 
true for some of the clustering algorithms, such as the k-
means clustering algorithm [14]. This is because the 
cluster means produced by the k-means algorithm is 
sensitive to noise and outliers [15, 16]. 

The Fuzzy C-Means algorithm (FCM), as one of the 
best known and the most widely used fuzzy clustering 
algorithms, has been utilized in a wide variety of 
applications, such as medical imaging, remote sensing, 
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data mining and pattern recognition [17, 18, 19, 20, 
21]. Its advantages include a straightforward 
implementation, fairly robust behavior, applicability 
to multidimensional data, and the ability to model 
uncertainty within the data. 

FCM partitions a collection of n data points xi, i 
= 1, …, n into c fuzzy groups, and finds a cluster 
center in each group so that the objective function of 
the dissimilarity measure is minimized. FCM 
employs fuzzy partitioning so that a given data point 
can belong to several groups with the degree of 
belongingness specified by membership grades 
between 0 and 1. The membership matrix U is 
allowed to have elements with values between 0 and 
1. However, imposing normalization stipulates that 
the summation of degrees of belongingness for a 
data set should always be equal to unity, as shown 
in Equation (1).: 
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The objective function for FCM is: 
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where uij values are between 0 and 1; ci is the cluster 
center of fuzzy group i; jiji xcd −=  is the 

Euclidean distance between ith cluster and jth data 
point; and [ )∞∈ ,1m  is the weighting exponent. 
The necessary conditions for Equation (2) to reach 
its minimum are: 
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The FCM algorithm is simply an iterated procedure 
through the preceding two necessary conditions. 
The algorithm determines the cluster centers ci and 
the membership matrix U using the following steps 
[17]: 
Step [1]: Initialize the membership matrix U with 
random values between 0 and 1 so that the 
constraints in Equation (1) are satisfied. 
Step [2]: Calculate c fuzzy cluster centers  

ci, i = 1, …, c, using Equation (3). 
Step [3]: Compute the objective function according to 
Equation (2). Stop if either it is below a certain 
tolerance value or its improvement over previous 
iteration is below a certain threshold, ε. 
Step [4]: Compute a new U using Equation (4). Go to 
step 2. 

In this paper, a new method based on FCM 
algorithm is proposed. Note that our method can be 
easily implemented on other clustering algorithms. 

 
 

2. Related Work 
As discussed in [11, 12], there is no single universally 
applicable or generic outlier detection approach. 
Therefore, many approaches have been proposed to 
detect outliers. These approaches can be classified into 
four major categories based on the techniques used [22] 
which are: distribution-based, distance-based, density-
based and clustering-based approaches.  

Distribution-based approaches [23, 24, 25] develop 
statistical models (typically for the normal behavior) 
from the given data and then apply a statistical test to 
determine if an object belongs to this model or not. 
Objects that have low probability to belong to the 
statistical model are declared as outliers. However, 
Distribution-based approaches cannot be applied in 
multidimensional scenarios because they are univariate 
in nature. In addition, a prior knowledge of the data 
distribution is required, making the distribution-based 
approaches difficult to be used in practical applications 
[22]. 

In the distance-based approach [8, 9, 26, 27], outliers 
are detected as follows. Given a distance measure on a 
feature space, a point q in a data set is an outlier with 
respect to the parameters M and d, if there are less than 
M points within the distance d from q, where the values 
of M and d are decided by the user. The problem with 
this approach is that it is difficult to determine the 
values of M and d. 

Density-based approaches [28, 29] compute the 
density of regions in the data and declare the objects in 
low dense regions as outliers. In [28], the authors assign 
an outlier score to any given data point, which is known 
as the Local Outlier Factor (LOF), depending on its 
distance from its local neighborhood. A similar work is 
reported in [29].  

Clustering-based approaches [11, 30, 31, 32, 33] 
consider clusters of small sizes as clustered outliers. In 
these approaches, small clusters (i.e., clusters containing 
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significantly less points than other clusters do) are 
considered outliers.  

The advantage of the clustering-based 
approaches is that they do not have to be supervised. 
Moreover, clustering-based techniques are capable 
of being used in an incremental mode (i.e., after 
learning the clusters, new points can be inserted into 
the system and tested for outliers). 

Custem and Gath [31] present a method based on 
fuzzy clustering. In order to test the absence or 
presence of outliers, two hypotheses are used. 
However, the hypotheses do not account for the 
possibility of multiple clusters of outliers. 

Jiang et. al. [32] presented a two-phase method 
to detect outliers. In the first phase, the authors 
proposed a modified k-means algorithm to cluster 
the data, and then, in the second phase, an Outlier-
Finding Process (OFP) is proposed. The small 
clusters are selected and regarded as outliers, using 
minimum spanning trees. 

In [11], clustering methods have been applied. 
The key idea is to use the size of the resulting 
clusters as indicators of the presence of outliers. The 
authors use a hierarchical clustering technique. A 
similar approach was reported in [34]. 

Acuna and Rodriguez [33] performed the PAM 
algorithm [16] followed by the Separation 
Technique (henceforth, the method will be termed 
PAMST). The separation of a cluster A is defined as 
the smallest dissimilarity between two objects; one 
belongs to Cluster A and the other does not. If the 
separation is large enough, then all objects that 
belong to that cluster are considered outliers. In 
order to detect the clustered outliers, one must vary 
the number k of clusters until obtaining clusters of a 
small size with a large separation from other 
clusters.  

In [35], the authors proposed a clustering- based 
approach to detect outliers. The K-means clustering 
algorithm is used. As mentioned in [15], the k-
means is sensitive to outliers, and hence may not 
give accurate results.  

In [36], the author proposed a clustering-based 
(will be termed CB) method  to detect outliers. First, 
the PAM algorithm is performed, producing a set of 
clusters and a set of medoids (cluster centers). To 
detect the outliers, the Absolute Distances between 
the Medoid, µ, of the current cluster and each one of 
the Points, pi, in the same cluster (i. e., | pi – µ | ) are 
computed. The produced value is termed (ADMP). If 
the ADMP value is greater than a calculated 

threshold, T, then the point is considered an outlier; 
otherwise, it is not. The value of T is calculated as the 
average of all ADMP values of the same cluster 
multiplied by (1.5).   

The basic structure of the proposed method is as 
follows: 

Step 1. Perform PAM clustering algorithm to 
           produce a set of k clusters. 

Step 2. Determine small clusters and consider 
the points (objects) that belong to 
these clusters as outliers. 

For the rest of the clusters (not determined in 
          Step 2)  

Begin 
Step 3. For each cluster j, compute the ADMPj 

         and Tj values.  
Step 4. For each point i in cluster j,  
 if ADMPij > Tj then classify point i 

as an outlier; otherwise not.  
End 

 
The test results show that the CB method gave good 

results when applied to different data sets. In this paper, 
we compare our proposed method with the CB method. 

 
 

3. Proposed Approach  
In this paper, a new clustering-based approach for 
outliers detection is proposed. First, we execute the 
FCM algorithm, producing an objective function. Small 
clusters are then determined and considered as outlier 
clusters. We follow [9] to define small clusters. A small 
cluster is defined as a cluster with fewer points than half 
the average number of points in the c clusters. 

To detect the outliers in the rest of clusters (if any), 
we (temporarily) remove a point from the data set and 
re-execute the FCM algorithm. If the removal of the 
point causes a noticeable decrease in the objective 
function value, the point is considered an outlier; 
otherwise, it is not.  

The objective function represents the (Euclidean) 
sum of squared distances between the cluster centers 
and the points belonging to these clusters multiplied by  
the membership values (grades) of each cluster 
produced by the FCM. 

Our idea is based on the following philosophy: the 
Objective Function (OF) produced by the FCM 
algorithm represents the distances between the cluster 
centers and the points belonging to these clusters. 
Removing a point from the data set will cause a 
decrease in the OF value because of the total sum of 
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distances between each point and the cluster center 
belonging to it. If this decrease is greater than a 
certain threshold, the point is then nominated to be 
an outlier.  

To explain our proposed method in a more 
formal way, we will use the following parameter 
names: 
- OF the objective function for the whole set. 
- OFi the objective function after removing  point pi 
 from the set. 
- Let DOFi = OF - OFi. and T = (1.5). 

  
The basic structure of the proposed method is as 

follows: 
Step 1. Execute the FCM algorithm to 

produce an  Objective Function (OF)  
Step 2. Determine small clusters and consider 

 the points that belong to these clusters as 
 outliers. 

Step 3. For the rest of the points (not 
 determined in Step 2): 

 Begin 
 SUM = 0 
 For each point pi  in the set  
 DO 
      remove pi,from the set 
      calculate OFi 
      calculate DOFi 
      SUM = SUM + DOFi  
      return pi back to the set; 
End DO 
AvgDOF = SUM / n 
For each point, pi  
 DO 

 if (DOFi > T(AvgDOF) then classify pi 
as an outlier  

 End DO 
 End  
 
 

4. Results and Discussion 
In this section, we will investigate the effectiveness 
of our proposed approach when applied on three 
data sets: data set1, which is discussed in [16], 22 
data points, and two dimensions. Data set2 is the 
Wood data set [37] and has been tested for outlier 
detection in [38, 39] with 20 points and six 
dimensions. Data set3 is the Bupa data set with six 
dimensions. Data set3 was obtained from the UCI 
repository of machine learning databases [40]. The 
fourth data set is the the well-known Iris data set 

[40]. The Iris data set has three classes of Iris Plants: 
Iris- setosa, Iris-versicolor and Iris viginica and has four 
variables (dimensions). It is known that the Iris data 
have some outliers.  

We will start our experimentations with data set1, 
which is shown in Fig. 1. It is clear that the set contains 
three natural clusters and two outliers, namely, points p6 
and p13 (highlighted in Table 1).  

When the defined number of clusters is three, then 
Step 3 will classify the points p6 and p13 as outliers. 
Table 1 shows the point’s ID (ID) in the first column. 
The second column shows the OFi values when the 
current point is removed from the set. The third column 
shows the DOFi values. The value of the objective 
function for data set1, OF, is (57.688). The AvgDOF is 
(2.88). The value of T(AvgDOF) is (4.31), which is our 
threshold value. Since the DOFi values for each of the 
points p6 and p13 were greater than T(AvgDOF), these 
two points were detected as outlier points.  

 

 
Fig. 1 Data set1 (contains 22 data points) 

 
 

The value of the threshold (T) was obtained, 
following the try and error approach, when testing 
different data sets. 
The second data set (data set2) is The Wood dataset 
with data points 4, 6, 8, and 19 being outliers [37]. The 
outliers are said not to be easily identified by 
observation [37, 38]. We have found that our method 
clearly identifies all outliers in the set. 
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Table 1: Data set1[16].  
 

ID OFi DOFi 
1 55.33 2.36 
2 56.70 0.99 
3 57.45 0.24 
4 55.83 1.86 
5 57.17 0.52 
6 34.84 22.85 
7 55.71 1.98 
8 56.59 1.10 
9 56.19 1.50 

10 56.14 1.55 
11 55.73 1.96 
12 54.38 3.32 
13 47.79 9.90 
14 55.82 1.87 
15 56.85 0.84 
16 55.83 1.86 
17 56.57 1.12 
18 57.67 0.02 
19 56.57 1.12 
20 55.24 2.45 
21 56.27 1.42 
22 55.24 2.45 

 
The Third data set is the Bupa data set [39]. This 

data set has two classes and 6 dimensions. Acuna 
and Rodriguez [29] have applied many different 
criteria with the help of a parallel coordinate plot to 
decide about the doubtful outliers in the Bupa data 
set. They found 22 doubtful outliers in class 1 and 
26 doubtful outliers in class 2 (a total of 48 doubtful 
outliers). 

Applying our proposed method, 16 outliers were 
identified in class 1 with the point’s ID (ID) shown 
in Table 2, column 1, and 23 outliers were identified 
in class 2, as shown in Table 3.  

Applying the CB method [36], 19 outliers were 
identified in class 1 with the point’s ID (ID) shown 
in Table 4, column 1, and 17 outliers were identified 
in class 2, as shown in Table 5. 

Although the CB method performed better in 
class1 of the Bupa data set, however our proposed 
method performed better in class 2 of the Bupa data 
set. 

The fourth data set is the well-known Iris data set 
(Blake and Merz, 1998). The Iris data set has three 
classes of Iris Plants: Iris- setosa, Iris-versicolor and 
Iris viginica and has four variables (dimensions). It 

is known that the Iris data have some outliers. Different 
experimentations have been conducted in [Acona] and 
showed that there are 10 outliers in class3 (Iris viginica) 
of the Iris data set as shown in Table 6 (column1). 
Applying our proposed method, nine outliers are 
detected as shown in Table 7 (column2). Applying the 
CB method, eight outliers are detected. Hence, our 
proposed method performed better in this case. 
 
 
5. Conclusion 
An efficient method for outlier detection is proposed in 
this paper. The proposed method is based on fuzzy 
clustering techniques. The FCM algorithm is first 
performed, then small clusters are determined and 
considered as outlier clusters. Other outliers are then 
determined based on computing differences between 
objective function values when points are temporally 
removed from the data set. If a noticeable change 
occurred on the objective function values, the points are 
considered outliers. The test results show that the 
proposed approach gave effective results when applied 
to different data sets. 

However, our proposed method is very time 
consuming. This is because the FCM algorithm has to 
run n times, where n is the number of points in a set. 
This will be our focus in the future work. 
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Table 2: The data points detected by our proposed 
method from class1 of the Bupa data set (T = 
detected, and F = not detected). 
 

ID Detected 
20 T 
22 T 
25 F 

148 T 
167 F 
168 F 
175 T 
182 T 
183 T 
189 F 
190 T 
205 T 
261 T 
311 F 
312 T 
313 T 
316 T 
317 T 
326 T 
335 T 
343 F 
345 T 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3: The data points detected by our proposed 
method from class2 of the Bupa data set (T = detected, 
and F = not detected). 
 

ID Detected 
2 T 

36 T 
77 T 
85 T 

111 T 
115 T 
123 T 
133 F 
134 T 
139 T 
157 T 
179 T 
186 T 
187 T 
224 T 
233 T 
252 T 
278 F 
286 T 
294 T 
300 T 
307 F 
323 T 
331 T 
337 T 
342 T 
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Table 4: The data points detected by the CB method 
from class1 of the Bupa data set (T = detected, and 
F = not detected). 
 

ID Detected 
20 F 
22 F 
25 T 

148 T 
167 T 
168 T 
175 T 
182 T 
183 T 
189 T 
190 T 
205 T 
261 T 
311 T 
312 T 
313 F 
316 T 
317 T 
326 T 
335 T 
343 T 
345 T 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5: The data points detected by the CB method 
from class2 of the Bupa data set (T = detected, and 
F = not detected). 
 

ID Detected 
2 F 

36 T 
77 T 
85 T 

111 F 
115 T 
123 T 
133 T 
134 T 
139 T 
157 F 
179 T 
186 T 
187 T 
224 F 
233 F 
252 F 
278 T 
286 T 
294 F 
300 T 
307 F 
323 T 
331 T 
337 F 
342 T 
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Table 6: Outliers in the Iris dataset, Class 3 
(column1), outliers detected by our proposed 
method (T = detected, and F = not detected). 
 

ID Detected 
106 T 
107 T 
108 F 
110 T 
118 T 
119 T 
123 T 
131 T 
132 T 
136 T 

 
 
Table 7: Outliers in the Iris dataset, Class 3 
(column1), outliers detected by the CB method (T = 
detected, and F = not detected). 
 

ID Detected 
106 T 
107 T 
108 F 
110 T 
118 T 
119 T 
123 T 
131 F 
132 T 
136 T 
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