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Abstract: - The purpose of resource management is based on the limit resource and unknown users which retrieve 
the resources at any time to increase the resource exploitation rate, flexibility and availability. In this study, we 

propose four types of strategy including Expansion (when user loads are large and available resources are not 

limiting), Constraint (when user loads are large and resources are limiting), Modulation (when user loads are 

small and excess resources are held), and Supervision (when user loads are small and available resources are also 

small). The four types of strategy are abbreviated as MSCE. The MSCE strategy of resource management 

delivers efficient control and management of available resources, allowing for adaptations to changes in the 

system environment and changes in user requirements. The Monitor agent is responsible for monitoring the 

resource management system, controlling the rate of resource consumption while simultaneously keeping track 

of user loads. By employing the Monitor agent in this fashion, the system’s resources have greater availability 

and their control becomes more flexible and efficient. 
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1. Introduction 

The meaning of the term “agent” has been 

considered by a number of scholars to date [2, 3, 19, 

24], and the concept has been implemented within a 

variety of systems [1, 6, 7, 12], including 

communication systems, coordination systems, and 

cooperation systems [4, 5, 14]. An agent is a 

software object specifically designed to process 

complex tasks under dynamic conditions. An agent 

is capable of reacting, even in an unstable 

environment, by automatically executing specific 

tasks in accordance with predefined parameters, 

such as those communicated by other agents as part 

of their behavior. 

The purpose of resource management [11, 15, 

16] is based on the limit resource and unknown 

users which retrieve the resources at any time to 

enhance the resource exploitation rate, flexibility 

and availability. And, the dynamic resource control 

becomes more crucial subject to reduce the 

resources and reuses the resources for human 

activities. How to achieve this goal is this study 

research direction and integrates the Multi-agent [17, 

20, 23, 25] interoperability mechanism to automatic 

switch the strategy that is the key success factor 

(KSF). Hence, in this study, we integrate the 

Multi-agent interoperability [10] mechanism and 

applied the resource management strategy to 

achieve efficient resource management. 

The rest of this study is organized by 5 sections. 

Section 2 describes the strategies of resource 

management. In this section, we propose the four 

strategies including Expansion, Constraint, 

Modulation, and Supervision (MSCE) and 

introduces the MSCE algorithm to dynamic control 

the resources. In section 3, we present a Resource 

Management System to illustrate how the 
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Multi-agent interoperability mechanism is used and 

applied the MSCE strategy. Eventually, it 

summarizes the overall integrated the Multi-agent 

interoperability mechanism and MSCE strategy into 

resource management system. 

2. The Strategy of Resource 

Management 

Resource management strategies for 

multi-agent systems tend to be focused upon the 

flexible and efficient control of resources. The 

resource pool is a crucial concept to the operation of 

a multi-agent system; management of the resource 

pool includes the collection of available resources, 

including newly created or newly released resources 

from the control cycle, as depicted in Fig. 1. In this 

figure, when the system is in the ready state, it 

retrieves the resources from the resource pool as per 

the strategy policy, and subsequently employs a 

queue data structure to control the use of the 

obtained resources using a first-in first-out (FIFO) 

sequencing pattern. In addition, the upper and lower 

bound parameters are used to dynamically and 

flexibly increase or decrease the quantity of 

obtained resources. 

 

Fig. 1: The resources control cycle 

When resources are required, the system 

obtains them from the Ready queue, which is the 

first location in the pipe from which it can draw 

resources.  Once retrieved from the Ready queue, 

the resource’s status is set to OnLine. The resource 

control cycle defines the system’s use of resources 

from initiation to shutdown, performing the 

functions of Expansion, Constraint, Modulation, 

and Supervision (MSCE). 

Herein, we propose four strategies 

(autonomous [13, 18], automatic switching 

according to the volume of available resources and 

the user load at a given point in time), including 

Expansion, Constraint, Modulation, and 

Supervision. Fig. 2 depicts the entry and exit 

conditions of each strategy upon a 4-quadrant 

diagram. 

 

Fig. 2: The strategy diagram 

Employing the MSCE approach, the system 

automatically changes its strategy based upon the 

user load and available volume of resource. A given 

process will enter into one of the strategic states 

from an initial listening state.  This is triggered via a 

communication protocol such as TCP or UDP when 

a process is first created, as depicted in Fig. 3. 

 

Fig. 3: The MSCE strategy Communication State 

Diagram 

(A).Modulation: in the scenario where the volume 

of available resources is greater than the resource 

requirements (i.e., the consumption rate is 

manageable), to the system will, from the Ready 

state, release extra resources to the resource pool. 

The returned resource quantities are determined 

according to predefined policy parameters. The 

Modulation function, which implements this 

process, is defined below: 
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Function Modulation (){ 

 Move Resources; 

 Adjust Policy; 

} 

(B).Supervision: the Supervision strategy is 

employed to monitor the user load and resource 

volumes in increase request scenarios. The 

Supervision function is defined below: 

Function Supervision (){ 

 Monitor User Qty; 

 Monitor Resources Qty; 

} 

(C).Constraint: in scenarios where the total volume 

of resources is insufficient to address a user request, 

the system will manipulate the rate of resource 

consumption, restricting the performance of the 

user’s activities. The Constraint function is defined 

below: 

Function Constraint (){ 

 Monitor User; 

 Adjust Policy; 

} 

(D).Expansion: when operating under the 

Expansion strategy, the system will manage 

resources that have already been requisitioned by 

the system, or resources that remain free. When 

executing this strategy, the resources are maintained 

at a sufficient level to just satisfy the request, 

adjusting the upper bound parameter as necessary. 

The Expansion function is defined as follows: 

Function Expansion (){ 

 Add Resources; 

 Adjust Policy; 

} 

����MSCE Algorithm: 

01： While (true){ 
02：  if (User < Resources){ 
03：   if (Resources>>User) 
04：    Modulation (); 
05：   else 
06：    Supervision (); 
07：  } 
08：  else { 
09：  if (has more Resources) 
10：   Expansion (); 
11：  else 
12：   Constraint (); 
13：  } 
14： } 
15： Function Modulation (){ 
16：  Move Resources; 
17：  Adjust Policy; 
18：  } 
19： Function Supervision (){ 

20：  Monitor User Qty; 
21：  Monitor Resources Qty; 
22： } 
23： Function Expansion (){ 
24：  Add Resources; 
25：  Adjust Policy; 
26： } 
27： Function Constraint (){ 
28：  Monitor User; 
29：  Adjust Policy; 
30： } 
The MSCE algorithm is illustrated the MSCE 

strategy implementation in more detail. In this 

MSCE algorithm, the Users and Resources are the 

key parameters to decide entered particular strategy 

and control the resources exploitation rate. 

����Definition 2.1: 

If the resources cannot be separated and user are 

only capable of retrieving one resource unit. Then 

the Exploitation rate is calculated as follows: 

∑
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where USER and RESOURCE are greater than 0. 

If  the Exploitation_rate has a maximum value of 

1.00, thus any value exceeding 1.00 is treated as 

1.00. 

����Definition 2.2: 

This definition enforces an upper bound, lower 

bound and parameter t in the resource management 

calculations. The formula for parameter t is (3).  In 

this scenario, resources are inseparable and users are 

only capable of retrieving one resource. The 

Exploitation_rate is calculated as follows: 
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where USER and RESOURCE are greater than 0. 

If the Exploitation_rate has a maximum value of 

1.00, thus any value exceeding 1.00 is treated as 

1.00. 

UsageTimeDurationTimet _/_=                   (3) 

 where t is a positive integer. 

����Case Study: 
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We now demonstrate examples, explicating 

definitions 2.1 and 2.2. Definition 2.1 uses a 

traditional resource management approach, in which 

one user is only capable of occupying a single 

resource unit at any point in time; Definition 2.2 

refers to the application of the MSCE strategy; 

dynamic control of resource management, which 

increases overall resource availability and flexibility. 

Setting both the total resource quantity and the user 

load to 10, we perform the resource management 

calculations in Table 1. In addition, we provide an 

example employing definition 2.2: parameter t is 

determined for two different scenarios, resulting in 

values of 6 and 8, shown in Table 2 and Table 3. In 

Tables 2 and 3, the t parameter is applied only after 

the resource volume exceeds 6 (upper bound) 

The difference between definition 2.1 and 2.2 

is apparent in Table 4, which compares the results of 

Tables 1, 2, and 3 (the shaded column values). Note 

that the parameter t does affect the total resource 

availability, as depicted in Fig. 4.  This figure 

presents a comparison of the resource consumption 

rate between the traditional and MSCE strategies of 

resource management. In this case study, the 

parameter t influences the curve of the resource 

consumption rate, in series II and III (Fig. 4). 

Table 1. The Exploitation Rate of Definition 2.1 (I) 

User 
Resources 

1 2 3 4 5 6 7 8 9 10 

1 1.00 0.50 0.33 0.25 0.20 0.17 0.14 0.13 0.11 0.10 

2 1.00* 1.00 0.67 0.50 0.40 0.33 0.29 0.25 0.22 0.20 

3 1.00* 1.00* 1.00 0.75 0.60 0.50 0.43 0.38 0.33 0.30 

4 1.00* 1.00* 1.00* 1.00 0.80 0.67 0.57 0.50 0.44 0.40 

5 1.00* 1.00* 1.00* 1.00* 1.00 0.83 0.71 0.63 0.56 0.50 

6 1.00* 1.00* 1.00* 1.00* 1.00* 1.00 0.86 0.75 0.67 0.60 

7 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00 0.88 0.78 0.70 

8 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00 0.89 0.80 

9 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00 0.90 

10 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00* 1.00 

*: The resource(s) cannot be separated, so the 

exploitation rate is 1.00 

Table 2 The Exploitation Rate of Definition 2.2 (t=6) 

(II) 

User 
Resources 

1 2 3 4 5 6 7 8 9 10 

1 1.00 0.50 0.33 0.25 0.20 0.17 0.14 0.13 0.11 0.10 

2 1.00* 1.00 0.67 0.50 0.40 0.33 0.29 0.25 0.22 0.20 

3 1.00* 1.00* 1.00 0.75 0.60 0.50 0.43 0.38 0.33 0.30 

4 1.00* 1.00* 1.00* 1.00 0.80 0.67 0.57 0.50 0.44 0.40 

5 1.00* 1.00* 1.00* 1.00* 1.00 0.83 0.71 0.63 0.56 0.50 

6 1.00* 1.00* 1.00* 1.00* 1.00* 0.17 0.14 0.13 0.11 0.10 

7 1.00* 1.00* 1.00* 1.00* 1.00* 0.19 0.17 0.15 0.13 0.12 

8 1.00* 1.00* 1.00* 1.00* 1.00* 0.22 0.19 0.17 0.15 0.13 

9 1.00* 1.00* 1.00* 1.00* 1.00* 0.25 0.21 0.19 0.17 0.15 

10 1.00* 1.00* 1.00* 1.00* 1.00* 0.28 0.24 0.21 0.19 0.17 

*: The resource(s) cannot be separated, so the 

exploitation rate is 1.00 

Table 3. The Exploitation Rate of Definition 2.2 (t=8) 

(III) 

User 
Resources 

1 2 3 4 5 6 7 8 9 10 

1 1.00 0.50 0.33 0.25 0.20 0.17 0.14 0.13 0.11 0.10 

2 1.00* 1.00 0.67 0.50 0.40 0.33 0.29 0.25 0.22 0.20 

3 1.00* 1.00* 1.00 0.75 0.60 0.50 0.43 0.38 0.33 0.30 

4 1.00* 1.00* 1.00* 1.00 0.80 0.67 0.57 0.50 0.44 0.40 

5 1.00* 1.00* 1.00* 1.00* 1.00 0.83 0.71 0.63 0.56 0.50 

6 1.00* 1.00* 1.00* 1.00* 1.00* 0.13 0.11 0.09 0.08 0.08 

7 1.00* 1.00* 1.00* 1.00* 1.00* 0.16 0.13 0.11 0.10 0.09 

8 1.00* 1.00* 1.00* 1.00* 1.00* 0.17 0.14 0.13 0.11 0.10 

9 1.00* 1.00* 1.00* 1.00* 1.00* 0.19 0.16 0.14 0.13 0.11 

10 1.00* 1.00* 1.00* 1.00* 1.00* 0.21 0.18 0.16 0.14 0.13 

*: The resource(s) cannot be separated, so the 

exploitation rate is 1.00 

Table 4 The Comparisons of I, II, and I Exploitation 

Rate 

Type 
User (Resources=10 and User=10) 

1 2 3 4 5 6 7 8 9 10 

I 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

II 0.1 0.2 0.3 0.4 0.5 0.1 0.12 0.13 0.15 0.17 

III 0.1 0.2 0.3 0.4 0.5 0.08 0.09 0.1 0.11 0.13 

 

Fig. 4: The Exploitation Rate Comparison Chart 
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3. Implementation 
This section uses a Resource Management 

System to demonstrate the implementation of a 

multi-agent mechanism employing agent behaviors 

and the MSCE strategy. The system architecture [8, 

21, 22] of the resource management system is as 

shown in Fig. 5, including three main components: 

Management, Authentication and User. Each 

component has embedded agents[9], including a 

Policy Agent, Monitor Agent and Communication 

Agent. 

 

Fig. 5 System Architecture of Resource 

Management System 

3.1 General Communication Procedure 

The purpose of this procedure is to provide the 

user with the ability to retrieve resources following 

authentication, which is facilitated by the Resource 

Management System, as shown in Fig. 6. 

 

REQ: Request  

REJ: Reject  

ChkPolicy: Check Policy 

RtnPolicy: Return Policy  

Ack: Acknowledge 

RtnMsg: Return Message  

LogoutReq: Logout Request 

Fig. 6: General Communication Procedure 

����Procedure Description: 

A. The user first sends a request (REQ) to the 

Authentication site when they access the 

Resource Management System. An ACK 

(acknowledgement) message is passed on to the 

Server site if the authentication is successfully 

validated; otherwise, a REJ (reject) message is 

returned to user. 

B. The Server site determines the policy parameters 

via the ChkPolicy and RtnPolicy functions and 

subsequently returns a message to user via the 

RtnMsg function. 

C. The LogoutReq function is used to clear the 

connection with Server when the user logs out of 

the Resource Management System.  When this 

occurs, the resources are released back to 

resources pool. 

3.2 Force Interrupt Procedure 

The force interrupt procedure allows the system 

manager to directly execute an interrupt request, as 

shown in Fig. 7. The resources associated with a 

given task are released by the Resource 

Management System following a delay that is 

determined by the value of a predefined policy 

parameter (WAIT), which in this case has a value 

equal to zero. Once an event is triggered that results 

in the release of resources, those resources are 

immediately returned to the resource pool and, at the 

same time, the resource status is changed 

accordingly. 

Manager

Interrupt User

IRQ()

RtnMsg()

IRQID()

 

IRQ: Interrupt Request  

IRQID: Interrupt Request ID 

RtnMsg: Return Message 

Fig. 7: Force Interrupt Procedure 

����Procedure Description: 
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A. The system manager sends an interrupt request 

(IRQ) to a particular user based on the MSCE 

strategy. 

B. When an interrupt request is received by a user 

(IRQID), the system confirms the predefined 

policy parameters and executes the specified 

instruction, releasing resources to the resource 

pool. 

C. The return message is retrieved by the system 

manager when the WAIT value is equal to zero. 

3.3 Communication Agent  

The Communication agent is responsible for 

obtaining resources for the user and performing 

authentication with the Server site, using the 

end-user’s user ID and password. Once Resource 

Management System has completed authentication, 

it then retrieves the predefined policy parameters; if 

the authentication fails, the user’s activities are 

immediately terminated, as shown in Fig. 8. 

Furthermore, the Communication agent begins to 

communicate with the Policy agent once the 

authentication has been completed. If the Resource 

Management System makes any changes to the 

policy parameters, they are subsequently applied. 

 

Fig. 8: Communication Agent State Diagram 

3.4 Monitor Agent  

Policy 

Agent

Creating Listen

Interrupt

Strategy

Force 

Interrupt

Monitor Agent

Retrieve New

Policy Parameters

Hang Up

Monitor Agent 

is Created

Release the 

Resources

Implement 

the Strategy

 

Fig. 9: Monitor Agent State Diagram 

The purpose of the Monitor Agent is to monitor 

the Resource Management System’s activities or 

events and to apply the MSCE strategy, dynamically 

adapting to changes in the system environment. 

Once the Monitor agent has been created, the system 

enters the Listen state, awaiting commands from the 

Policy agent or a Force Interrupt event (Fig. 9). The 

life cycle of the Monitor agent extends from the 

Resource Management System’s initialization to 

shut down. In addition, this agent is responsible for 

maintaining the system activity logs. 

3.5 Policy Agent  

The Policy agent’s function is to define 

dynamic policy parameters for the users, 

implementing the MSCE strategy, as shown in Fig. 

10. Once the Policy agent has been created, the 

system enters the Initialize state, loading the initial 

values of policy parameters, initializing the Monitor 

agent and beginning to affect the resource 

management strategy. The Communication agent 

and Monitor agent will read the values of the policy 

parameters as necessary in the conduct of their 

tasks. 

 

Strategy

Creating Initialize

Monitor 

Agent

Policy Agent Apply New 

Parameter

Policy Agent 

is Created

Implement 

the Strategy

Retrieve new 

Policy Parameter

 

Fig. 10: Policy Agent State Diagram 

3.6 System Application 

We now examine a case study: the functionality of a 

Computer Lab RMS (Resource Management 

System) that has a graphical user interface (GUI) as 

shown in Fig. 11. This system provides the 

administrator with the ability to manage and control 

computer lab resources. The main functions of this 

RMS are displayed on the left hand side of the GUI, 

including Login, Setup, Policy, Monitor, Interrupt, 
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Fig. 11: Computer Lab RMS system functions and GUI 

Reservation, Report, Message, Log, Close Control, 

and Exit. 

Login: this function provides the system 

administrator with the ability to enter a username 

and password, thus authenticating them with the 

RMS system. Upon successful authentication, the 

system then returns an OK message, logging the 

user in; if authentication fails, the user is provided 

with an error message. 

Setup: this function provides the system 

administrator with the ability to create a new user 

account, including an initial date of access, expiry 

date and role. 

Policy: this function allows for the entry of upper 

and lower bound parameters, as well as a t parameter. 

The t parameter value is crucial to the operation of 

the MSCE strategy (refer to definition 2.2 and 

section 3.5). 

Monitor: this function provides the system 

administrator with the ability to monitor the status of 

activity resources in real time (refer to section 3.4). 

Interrupt: this function provides the system 

administrator with the ability to force the 

interruption of activities, releasing their associated 

resources back to the resource pool (refer to section 

3.2). 

Reservation: the reservation function provides the 

user with the ability to reserve computer lab 

resources over the Internet. Using this function, the 

system administrator can query the system to 

determine the reservation status of computer lab 

resources. 

Report: the Computer Lab RMS system also 

provides a number of reports that can be viewed by 

the system administrator, including the computer lab 

usage list and the status of computer lab resources. 

Message: this function provides the system 

administrator with the ability to send a message to a 

specified destination resource (computer) in the lab. 

This function only supports text based messages. 

Log: the Computer Lab RMS log records detail lists 

of activities in the lab, including the usage of lab 

resources, forced interruptions and transmitted 

messages. 

Close Control: this function is used to release 

control of a lab resource. 

Exit: this function is used to exit the Computer Lab 

RMS system. 

4. Conclusions 

The key feature of a multi-agent system is the 

automatic execution of predefined, or user triggered 

procedures, in the background. This study has 

detailed the characteristics of agents operating in a 

multi-agent system, as well as a conceptualization of 

flexible resource management, employing dynamic 

switching between 4 strategies, including Expansion 

(when user loads are large and available resources 

are not limiting), Constraint (when user loads are 

large and resources are limiting), Modulation (when 

user loads are small and excess resources are held), 
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and Supervision (when user loads are small and 

available resources are also small). 

We have compared the traditional approach to 

resource management, as identified in definition 2.1, 

with the MSCE strategy, as identified in definition 

2.2. The t parameter affects the rate of resource 

turnover. When the value of t is high, the rate of 

resource consumption is lower than would be the 

case under the traditional resource management 

methodology. To achieve this, the system employs a 

monitor agent (Section 3.4), which simultaneously 

controls the rate of resource consumption and 

monitors user loads. 

The MSCE strategy reduces the requirement 

for human intervention as well as the variable cost 

of tax execution; this strategy also applies to many 

different fields, including the management of 

resources in call centers, computer labs (Section 3), 

etc. In Fig. 12, the MSCE strategy is applied in an 

implementation of a call center, employing a 

procedure that embeds the outlined agent behaviors. 

Agent (1) and Agent (2) receive requests from the 

PSTN (phone network) or Internet (computer 

network) and assign servants (On-Line resources) to 

deliver the requested services. 

The volume of available resource quantities 

and the agent objectives affect the behavior of the 

agents, causing them to respond by employing 

behaviors, depending on the context. Agent (3) 

controls the on line resource usage; if the volume of 

available resources is insufficient to serve the 

requested call center services, the system 

automatically employs these agent behaviors to send 

a message to Agent (4). Agent (4) controls the set of 

ready resource and mediates communication 

between Agent (3) and Agent (5). If Agent (4)’s 

resources are sufficient, the system simply increases 

the number of available servants (i.e., On-Line 

resources) and sends a message to Agent (3). If 

Agent (4)’s resources are insufficient to address the 

request, Agent (4) communicates with Agent (5) to 

obtain more resources from the resource pool. This 

call center procedure demonstrates the dynamic 

management of resources in response to variations 

in the system environment, employing the agent 

behaviors of the MSCE strategy. In employing 

MSCE, it is evident that the management of 

resources becomes easier and more flexible. 

InternetPSTN

PBX Switch Application 

Server
Data 

Server

Web 

Server

ACD/IVR Call Center

(1) (2)

(3)

(4)

(5)

On-Line Resources

Ready Resources

Resources Pool

Phone Network Computer Network

 

Fig. 12: Call Center with MSCE 
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