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#### Abstract

Computer graphics incorporate almost everything represented on computers with the exception of text and sound. A graphic approach is developed for the construction of figures by using this replica technique. In this context, an intelligent algorithm is developed to construct geometric outlines. The algorithm is capable of performing other analysing functions such as filtering, prediction, recognition and translation.
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## 1 Introduction

This paper presents a way of controlling the un-ordered pixels on the screen. If this is intelligently [1] handled then the results will be maximized. In graphics, when the pixel activity is brought under control, it is possible to draw a figure, scale its dimensions and rotate its position (animation). Principally, this paper focuses on the idea of producing a figure by replicating and activating the distribution of pixels on a screen. The figures provide an accuracy of information with which to activate the pixels whereas an image is just the appearance or look of the figure $[2,3]$.

On the other hand, the proposed algorithm is intelligent because it calibrates and then activates its counter pixels on the screen based on earlier calculations. These are carried out only on one side of the Central Point (Cp).

A graphical and mathematical approach is also applied as the basis for the logical operations in the proposed algorithm, operating on the concept of ordering pixel activation to produce significant results.

The midpoint method is the de facto standard to generate a conic in a righthanded two dimensional Cartesian coordinate system. In the midpoint the sign of the decision variable selects the best point out of the two candidate points. Therefore, one uses an integer incremental algorithm [4].

The Digital Differential Analyzer (DDA) is a scan conversion line algorithm based on calculating either $\Delta \mathrm{Y}$ or $\Delta \mathrm{X}$, as shown in equations:

$$
\begin{equation*}
y=m x+c \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{m}=\mathrm{Y} 2-\mathrm{Y}_{1} / \mathrm{X}_{2}-\mathrm{X}_{1} \tag{2}
\end{equation*}
$$

Where $m$ is the slope of the line and $c$ is the y intercepts [5].

The DDA algorithm appears efficient, but it requires a floating-point addition for each pixel generated. The new approach to derive a line rasterization algorithm that avoids all the floating-point calculations and has become the standard algorithm used both in hardware and software rasterizers [6].

In this paper, section 2 provides the detailed explanation of the proposed algorithm with examples. In section 3 simulations are carried out along with results on all the three algorithms. Section 4 provides conclusion and in the next section future work is communicated.

## 2 Proposed Algorithm

A preliminary input to the algorithm is generated to start the production of a geometric figure. This technique allows the creation of uniform, high-resolution, consistently-drawn figures. This approach relieves the user of the burden of collecting large numbers of figures and increases the
quality of user-driven figure-based modeling systems. The research described in this paper permits both the quantification of sampling effects in figure-based computer graphics systems as well as the correction of degradation in figure-based consistency.

The idea of generating simultaneous results in graphics is very important because the replica is used for drawing a figure. We know that figures mainly fall into two categories [7, 8]; moving and still. In the case of moving figures, there is movement either in the foreground or the background, or it may be in both, whereas in the case of still figures, both the foreground and the background are stationary [9]. In other words, the latter case is simply the activation of pixels based on different approaches [12-15]. In this paper we mainly consider the later case.

In this approach the computer screen is divided into four quadrants [10, 11], as shown in Figure 1.


Figure 1: The relative positioning of four axes

In Figure 1, the Central Point ( $C$ P) also called a Seed Point [6] for a figure and the pixel position will start on only one axis; let's say starting from Quadrant-I at point ' $a$ ' at X-axis. Then its replica is placed simultaneously in Quadrant-II at position 'b' at Y-axis. Similarly, a replica of Quadrant-II is placed in Quadrant-III at position ' $c$ ' at -X-axis and in return at position 'd' at -Y-axis in Quadrant-IV.

During the sketching of any figure, let's assume ' $a$ ' is the starting point on the Xaxis. To activate the next pixel, 'a' will be incremented by 1 each time giving ( $a+1, a+2$ $\ldots . a+n$ ), where $n$ is any positive integer and this will continue until it reaches point ' $b$ ' on the Y -axis. Furthermore, $\mathrm{a}+\mathrm{n}=\mathrm{b}$ indicates that the operations for the Quadrant-I have been completed. But it
depends on the figures' shape. In case of square and similar shapes the position of coordinate $\left(a_{n}, b_{n}\right)$ is considered, except in case of circle, see shown in Figure 2.

### 2.1 Steps for Central Point Selection

The proposed algorithm always first selects the Central Point ( $C p$ ) for a given figure on the following hypothesis:

- Select the value for $\boldsymbol{C} \boldsymbol{p}$
(Explanation: a positive integer, the pixel position for the starting point on the computer screen)
- Equation $1=\boldsymbol{C} \boldsymbol{p}+1$
(Explanation: Equation \#1, adds 1 pixel each time to the starting position on the positive side)
- Equation $2=\boldsymbol{C p}-1$ (Explanation: Equation \#2, subtracts 1 pixel each time from the starting position on the negative side)
- Equation $3=(C p+1)+(C p-1)$
(Explanation: Equation \#3, adds Equation 1 and Equation 2 to find the similarity on the axes)
- Equation $4=(C p+1)+(C p-1) / 2$
(Explanation: Equation \#4, divides Equation 3 by 2 to find the starting value of $C p$ )

In all the above mentioned equations, the position of the initial or first pixel from the Central Point on the starting axis is depicted. The next step is to choose the required figure. Because figures have different shapes, each figure has its own approaches/procedures/modules.

### 2.2 Steps for Figure Construction and selection

The proposed algorithm sub-routine would be adjusted according to the choice of figure to construct. The proposed algorithm has the following main steps:

- Select the Central Point
(Explanation: Central point is selected on the computer screen)
- Choice for the figure to construct
(Explanation: select the required figure which is going to be drawn)
- Choice for using the number of quadrants
(Explanation: In some figures we select only 2 quadrants instead of 4 , for example in case of Triangle we use only 2 quadrants)
- Activate the initial pixel at one axis
(Explanation: On the X -axis (or any axis) for Quadrant-I (or any quadrant) give a starting value to pixel)
- The algorithm will repeat step 3 for Quadrant-II (Q-II)
(Explanation: If Quadrant-I is selected, the replica will be on the -X-axis.)
- Activate pixels on the -X-axis by using step 4 for Quadrant-III (Q-III)
(Explanation: After Quadrant-II, the replica will be on the -X-axis.)
- Repeat step 5 for Quadrant-IV (Q-IV) on the $\mathbf{X}$-axis
(Explanation: After Quadrant-III, the replica will be on the -Y-axis.)
- Construction of the figure starts on the axis from the originating Quadrant, usually Quadrant-I X-axis
(Explanation: No matter what axis is selected, the operation will complete one step before the axis where it originated)
- Operations are repeated until on the Quadrant-I (Q-I) reaches the coordinate ( $\mathbf{a}_{\mathrm{n}}, \mathrm{b}_{\mathrm{n}}$ ) for Y-axis. Similarly, on the Quadrant-II reaches the coordinate ( $\mathrm{b}_{\mathrm{n}}, \mathrm{c}_{\mathrm{n}}$ ) for Y-axis, and on the Quadrant-III reaches the coordinate ( $\mathrm{c}_{\mathrm{n}}$, $\mathrm{d}_{\mathrm{n}}$ ) for -Y -axis and finally on the Quadrant-IV reaches the coordinate ( $\mathrm{d}_{\mathrm{n}}$, $\mathrm{a}_{\mathrm{n}}$ ) for -Y -axis.
- Operations are repeated until the line starting from 'a' reaches at coordinate ( $a_{n}, b_{n}$ ) touches $Y$-axes at position ' $b$ ' and thus completes the Quadrant-I. Similarly the line starting from point 'b', 'c' and 'd' also touch at their respective positions, such as, ( $b_{n}$, $\left.c_{n}\right),\left(c_{n}, d_{n}\right)$ and $\left(d_{n}, a_{n}\right)$ respectively.


Figure 2: Positioning of four coordinates

All of the above mentioned steps are considered, depending on the kind of figure to draw, so the algorithm will be adjusted according to the choice of figure to be made and then the steps will be completed until they yield a complete figure.

### 2.3 Example 1: Construction of Figure by involving 4 Quadrants

Let's take an example to develop a square of size $6 \times 6$. Where 6 is an integer number starting from $C p$ in all directions as shown in Figure 3, which is assumed as the number of pixels.


Figure 3: Pixel Activation on Quadrant-I

The data generated by the algorithm for the figure for the Quadrant-I is shown in Table1

| S. No | Quadrant-I | Figure | Comments |
| :---: | :---: | :---: | :---: |
| 1. | ( $\mathrm{a}_{6}, \mathrm{~b}_{0}$ ) | Square | Starting Point Q-I |
| 2. | ( $\mathrm{a}_{6}, \mathrm{~b}_{1}$ ) | - do - |  |
| 3. | $\left(a_{6}, b_{2}\right)$ | - do - |  |
| 4. | ( $\mathrm{a}_{6}, \mathrm{~b}_{3}$ ) | - do - |  |
| 5. | ( $\mathrm{a}_{6}, \mathrm{~b}_{4}$ ) | - do - |  |
| 6. | ( $\mathrm{a}_{6}, \mathrm{~b}_{5}$ ) | - do - |  |
| 7 | ( $\mathrm{a}_{6}, \mathrm{~b}_{6}$ ) | - do - | ```Coordinate Position (a6, b6) reaches``` |
| 8. | ( $\mathrm{as}_{5}, \mathrm{~b}_{6}$ ) | - do - |  |
| 9. | ( $\mathrm{a}_{4}, \mathrm{~b}_{6}$ ) | - do - |  |
| 10. | ( $\mathrm{a}_{3}, \mathrm{~b}_{6}$ ) | - do - |  |
| 11. | $\left(a_{2}, b_{6}\right)$ | - do - |  |
| 12. | ( $\mathrm{a}_{1}, \mathrm{~b}_{6}$ ) | - do - |  |
| 13. | $\left(a_{0}, b_{6}\right)$ | - do - | Y-axis reached |

Table 1: Data for pixel activation only for Quadrant-I

The operations will take place for other quadrants simultaneously to select the pixel, based on Quadrant-I values, as shown in Table 2.

| S. No | Quadrant-II | Quadrant-III | Quadrant-IV | Figure | Comments |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | ( $\mathrm{b}_{0}, \mathrm{c}_{6}$ ) | ( $\mathrm{c}_{6}, \mathrm{~d}_{0}$ ) | ( $\mathrm{d}_{0}, \mathrm{a}_{6}$ ) | Square |  |
| 2. | ( $\mathrm{b}_{1}, \mathrm{c}_{6}$ ) | $\left(c_{6}, \mathrm{~d}_{1}\right)$ | ( $\mathrm{d}_{1}, \mathrm{a}_{6}$ ) | - do - |  |
| 3. | $\left(\mathrm{b}_{2}, \mathrm{c}_{6}\right)$ | ( $\mathrm{c}_{6}, \mathrm{~d}_{2}$ ) | ( $\mathrm{d}_{2}, \mathrm{a}_{6}$ ) | - do - |  |
| 4. | ( $\mathrm{b}_{3}, \mathrm{c}_{6}$ ) | ( $\mathrm{c}_{6}, \mathrm{~d}_{3}$ ) | ( $\mathrm{d}_{3}, \mathrm{a}_{6}$ ) | - do - |  |
| 5. | ( $\mathrm{b}_{4}, \mathrm{c}_{6}$ ) | ( $\mathrm{c}_{6}, \mathrm{~d}_{4}$ ) | ( $\mathrm{d}_{4}, \mathrm{a}_{6}$ ) | - do - |  |
| 6. | $\left(\mathrm{b}_{5}, \mathrm{c}_{6}\right)$ | ( $\mathrm{c}_{6}, \mathrm{~d}_{5}$ ) | ( $\mathrm{d}_{5}, \mathrm{a}_{6}$ ) | - do - |  |
| 7. | ( $\mathrm{b}_{6}, \mathrm{c}_{6}$ ) | ( $\mathrm{c}_{6}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{6}$ ) | - do - | $\begin{array}{\|l} \hline \text { Coordinates Positions } \\ \text { Q-II }\left(\mathbf{b}_{6}, \mathbf{c}_{6}\right), \\ \text { Q-III }\left(\mathbf{c}_{6}, \mathbf{d}_{6}\right) \text { \& } \\ \text { Q-IV }\left(\mathbf{d}_{6}, \mathbf{a}_{6}\right) \text { reaches } \\ \hline \end{array}$ |
| 8. | ( $\mathrm{b}_{6}, \mathrm{c}_{5}$ ) | ( $\mathrm{c}_{5}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{5}$ ) | - do - |  |
| 9. | ( $\mathrm{b}_{6}, \mathrm{c}_{4}$ ) | ( $\mathrm{c}_{4}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{4}$ ) | - do - |  |
| 10. | ( $\mathrm{b}_{6}, \mathrm{c}_{3}$ ) | ( $\mathbf{c}_{3}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{3}$ ) | - do - |  |
| 11. | ( $\mathrm{b}_{6}, \mathrm{c}_{2}$ ) | ( $\mathrm{c}_{2}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{2}$ ) | - do - |  |
| 12. | ( $\mathrm{b}_{6}, \mathrm{c}_{1}$ ) | ( $\mathrm{c}_{1}, \mathrm{~d}_{6}$ ) | ( $\mathrm{d}_{6}, \mathrm{a}_{1}$ ) | - do - |  |
| 13. | ( $\mathrm{b}_{6}, \mathrm{c}_{0}$ ) | $\left(\mathrm{c}_{0}, \mathrm{~d}_{6}\right)$ | ( $\mathrm{d}_{6}, \mathrm{a}_{0}$ ) | - do - | Y,-Y \& -Y axes reached, respectively |

Table 2: Data for pixel activation for Quadrants-II, III \& IV

From Tables $1 \& 2$ it is obvious that the combinations of two variables take place for the pixel activation for a row and a column. Further the second variable among the combination is used for the next selection as a reference. For example, in Table 2; Serial No.: 1, Quadrant-II, Quadrant-III and Quadrant-IV the pixel activation values are $\left(b_{0}, \mathbf{c}_{6}\right),\left(\mathbf{c}_{6}, \mathbf{d}_{0}\right)$ and $\left(\mathbf{d}_{0}, \mathbf{a}_{6}\right)$, respectively. In first combination second variable $\boldsymbol{c}_{6}$ is repeated at the first variable position at second combination, similarly the second combination second variable $\boldsymbol{d}_{\boldsymbol{0}}$ is repeated at the first variable position at third
combination in the series. Similarly, the third combination second variable $\boldsymbol{a}_{6}$ is repeated at the first variable position; see Table 1, Serial No.: $1,\left(\mathbf{a}_{6}, \mathbf{b}_{\mathbf{0}}\right)$.

### 2.4 Example 2: Construction of Figure by involving 2 Quadrants

Let's take an example to develop a triangle of size $6 \times 6$. Where 6 is an integer number starting from $C p$ in two directions as shown in Figure 4, which is assumed as the number of pixels. For the selection of point on $y$ axis, the integer numbers are added, such as 12 in this case.


Figure 4: Pixel Activation on Quadrant-I

The data generated by the algorithm for the Figure 4 for the Quadrant-I is shown in

Table 3.

| S. No | Quadrant-I | Figure | Comments |
| :---: | :---: | :---: | :---: |
| 1. | $\left(\mathbf{a}_{6}, \mathrm{~b}_{0}\right)$ | Triangle | Starting Point Q-I |
| 2. | $\left(a_{5}, b_{1}\right)$ | - do - |  |
| 3. | $\left(a_{5}, b_{2}\right)$ | - do - |  |
| 4. | $\left(a_{4}, b_{3}\right)$ | - do - |  |
| 5. | $\left(a_{4}, b_{4}\right)$ | - do - |  |
| 6. | $\left(a_{3}, b_{5}\right)$ | - do - |  |
| 7 | $\left(\mathbf{a}_{3}, \mathbf{b}_{6}\right)$ | - do - |  |
| 8. | $\left(a_{2}, b_{7}\right)$ | - do - |  |
| 9. | $\left(\mathbf{a}_{2}, \mathrm{~b}_{8}\right)$ | - do - |  |
| 10. | ( $\mathbf{a}_{1}, \mathrm{~b}_{9}$ ) | - do - |  |
| 11. | $\left(\mathbf{a}_{1}, \mathrm{~b}_{10}\right)$ | - do - |  |
| 12. | $\left(a_{0}, b_{11}\right)$ | - do - |  |
| 13. | $\left(a_{0}, b_{12}\right)$ | - do - | Y-axis reached at $\mathrm{b}_{12}$ |

Table 3. Data for pixel activation for quadrant-1.

The operations will take place for other quadrants simultaneously to select the pixel,
based on Quadrant-I values, as shown in Table 4.

| S. No | Quadramt-I | Figure | Comments |
| :---: | :---: | :---: | :---: |
| 1. | ( $\mathrm{c}_{6}, \mathrm{~b}_{6}$ ) | Triangle | Starting Point Q-I |
| 2. | (cs, $\mathrm{b}_{1}$ ) | - do - |  |
| 3. | ( $\mathrm{cs}^{2}, \mathrm{~b}_{2}$ ) | - do - |  |
| 4. | ( $\mathrm{c}_{4}, \mathrm{~b}_{3}$ ) | - do - |  |
| 5. | ( $\mathrm{c}_{4}, \mathrm{~b}_{4}$ ) | - do - |  |
| 6. | ( $\mathrm{c}_{3}, \mathrm{~b}_{5}$ ) | - do - |  |
| 7 | (c3, $\mathrm{b}_{6}$ ) | - do - |  |
| 8. | ( $\mathrm{c}_{2}, \mathrm{~b}_{7}$ ) | - do - |  |
| 9. | ( $\mathrm{C}_{2}, \mathrm{~b}_{8}$ ) | - do - |  |
| 10. | (cll $\mathrm{c}^{\text {bs }}$ ) | - do - |  |
| 11. | $\left(c_{1}, b_{10}\right)$ | - do - |  |
| 12. | ( $c_{0}, b_{11}$ ) | - do - |  |
| 13. | ( $\mathrm{c}_{0}, \mathrm{~b}_{12}$ ) | - do - | Y-axis reached at $\mathrm{b}_{12}$ |

Table 4. Data for pixel activation for quadrant-2.

From Tables 3 \& 4 it is notice that the combinations of two variables take place for the pixel activation for a row and a column to draw the slope towards the apex of $y$-axis. Further the first variable among the combination is used for the next selection as a reference. For example, in Table 3; the value of "a" is changing after two intervals where as the value of "b" is changing linearly. Similar changes also reported in the Table 4 for variable "c" and "b" activation. In this operation the value of the variable "a" is replaced by "c" as a replica, where as the values of variable "b" remains constant on both sides.

## 3 Simulation Results

A PC (Core 2 Duo) with a clock speed of 3 GHz was used for processing different data. All three algorithms were programmed. While conducting a number of experiments on different shapes (triangle, circle, square, rectangle, etc) and different sizes of figures (Data-I to Data-IV), all three techniques were closely monitored. The results obtained during these experiments are shown in Table 5.

From Table 5, it is noticeable that in all four experiments from Data-I to Data-IV respectively, the proposed algorithm (Novel Alg.) took less time to perform the task as compared with DDA Algorithm and MidPoint Algorithm. Figure 5 depicts the results graphically.

| S. \# | Type of <br> Technique | Time taken <br> for Data-I <br> $(\mathbf{4 . 2 M B})$ | Time taken <br> for Data-II <br> $(8.6 \mathrm{MB})$ | Time taken <br> for Data-III <br> $(\mathbf{1 2 . 2} \mathbf{M B})$ | Time taken <br> for Data-IV <br> $(\mathbf{l 6 . 3 M B})$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| 1. | Replica <br> Algorithm | 23.4 ms | 53.3 ms | 88.6 ms | 129.9 ms |
| 2. | DDA <br> Algorithm | 35.2 ms | 71.6 ms | 113.2 ms | 146.5 ms |
| 3. | Mid-Point <br> Algorithm | 42.6 ms | 83.3 ms | 124.5 ms | 163.2 ms |

Table 5: Time taken by each technique


Figure 5: Comparison of Time verses Data for each approach

Figure 5 shows that the proposed algorithm required the least time. It can also be observed that the algorithms are working in linearity, that is, as the size of the figure increases the processing time increases in turn. In many instances the proposed algorithm required less than half the time taken by other algorithms to draw the figure. Secondly, the algorithm generates less data as compared to others, as it is restricted to calculations only at one position (quadrant) and the rest of the data (pixels activation) will be based on the earlier calculations.

## 4 Conclusion

This paper has presented the replica technique. As it is noticed from the
examples given in the paper; has demonstrated the chaining/linking strategy (previous pixel value as a reference for the next pixel activation) as the main strength in the approach. Further, the difference between the results with two other approaches; it was observed that when the proposed technique was deployed for figure constructions it was not only faster but more intelligent as compared to the others. Therefore on the basis of these results, it can be reported that the Replica algorithm is intelligent because it calibrates and then activates its counter pixels on the screen, based on earlier calculations to obtain the one/three remaining side/sides of the figure depending on the figure to draw.

## Future works

This concept can be further enhanced by using compression techniques which will assist the faster transmission of figures over the internet and through other media such as satellites. This technique also achieves unprecedented speed in calculating global illumination in synthetic scenes. At the same time, new techniques are being explored in digital photographic image/figure processing, image acquisition and imagebased depiction. Furthermore, it plays a successful and important role in the areas of video games (cartoons) and in geometric design environments such as architectural design, target tracking system, etc.
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