Abstract: In this paper, we discuss about the focused web crawler and relevance of anchor text as well as method for web page change detection for search engine. We have proposed a technique called weighted anchor text which uses the link structure to form the weighted directed graph of anchor texts. These weights are further used for deciding the relevance of the web pages as the indexing of these pages is done in the decreasing order of weights assigned to them. Weights are assigned for every incoming link for a node of the directed graph. We applied our algorithm on various websites and observed the results. We deduce that the algorithm can be very useful when incorporated with other existing algorithms. As Web usage has increased exponentially in the past few years. This collection of enormous web pages is highly changing and web pages show a rapid change, the degree of which varies from site to site. We discuss the relevance of change detection and then move on to explore the related work in the area. Based on this understanding we propose a new algorithm to map changes in a web page. After verifying results on various web pages we observe the relative merits of the proposed algorithm.

1. Introduction:
The enormous size of the World Wide Web has almost made it impossible even for the best of the search engines to cover the entire information database of the Web. Studies have shown that no search engine indexes more than 16% of the Web. The crawler of the search engine downloads only a fraction of Web pages hence it is desirable that the downloaded content contains the most relevant pages. A web crawler is a program or automated script which browses the World Wide Web in a methodical, automated manner. Search engines, use web crawler as a means of providing up-to-date data. Web crawlers are mainly used to create a copy of all the visited pages for later processing by a search engine that will index the downloaded pages to provide fast searches. One of the major concerns in designing this crawler is the ever evolving nature of the web.

A Focused or a Topical web crawler attempts to download web pages relevant to a set of pre defined topics. Link context forms an important part of Web based information retrieval tasks. Topical crawlers follow the hyperlinked structure of the Web using the scent of information to direct themselves toward topically relevant pages. For deriving the appropriate scent, they mine the contents of pages that are already fetched to prioritize the fetching of unvisited pages. Topical crawlers depend primarily on contextual information. This is because topical crawlers need to predict the benefit of downloading unvisited pages based on the information derived from pages that have
been downloaded. One of the most common predictor is the anchor text of the links.

An anchor text is the clickable part of any hyperlink. The words contained in the anchor text can determine the ranking that a page will receive in a search engine. Anchor text usually gives the user relevant descriptive or contextual information about the content of the link's destination. The objective of search engines is to provide highly relevant search results. That is why it is recommended to make anchor text of a link as relevant as possible to the page and its contents.

Similarly in a web collection, a surfer has access to information on virtually every topic. In this collection pages are being added, removed, modified and rearranged. These modifications may also take place within an extremely short span of time. For example popular news websites like Times of India or online store sites like baazi.com update their content every hour or even in time intervals shorter than that. In order to make optimum use of this changing collection, varied systems have been conceptualized with the goal of bringing to the web users a simplified view of the web and efficiently deal with the changes on web.

Web pages have shown a rapid change, and the rate of change varies from site to site. Therefore managing the local collection fresh as much as possible becomes an issue. If a site that changes in week say, a government website then daily update of that page just leads to waste of precise bandwidth. On the other hand a website such as news website needs to be updated from recursively at short intervals of time.

In an ideal world detecting changes in a page is easy. The simplest implementation would track the “last modified” date returned by the HTTP server. A more accurate mechanism would retain cached copies of Web pages. It is easy to compare a document with a previously cached version and determine if there has been any change. In a similar way, it would be possible to check for changes in specific sections of the document. These cases would return a Boolean “yes/no” indication of change. But in fact we do not live in an ideal world; a difficulty arises when attempting to determine the relevance of changes. The obvious approach would be to assess the magnitude or amount of change. Unfortunately, there is no computation method that provides a direct correlation between syntactic and semantic changes in a web page.

In this paper, we describe a topical crawler which would use the link structure of the web pages along with the anchor text, thereby giving weights to the web pages. These weights would be further used to index the web pages in decreasing order which would be the criteria for deciding upon the relevance of pages. Also we propose an algorithm for automated web page change detection. Our algorithm deals with the problem of weightage assignment to various changes on a web page.

In the next section, we describe the related work. In section 3 we discussed details of the proposed focused web crawler using link structure and weighted anchor text as well as web page change detection techniques. Section 4 describes the experiments performed and their observations. We analyze the results in Section 5. and finally section 6 concludes the paper with some directions for future work.

2. Related Work:
A focused crawler is designed to only collect web pages on a specified topic while traversing the web. The basic idea of a focused crawler is to optimize the priority of the unvisited URLs on the crawler frontier so that pages concerning a particular topic are retrieved earlier. Cho [1] introduces the usage of incremental crawler and proposes several techniques to build an effective incremental crawler. The incremental crawler can improve the “freshness” of the collection significantly and bring in new pages in a more timely manner. They perform various experiments to check how various web pages evolve with time. They conclude with the proposal of architecture of an incremental crawler using page rank.

Jamali [18] explains the topical crawler as a focused crawler aiming at selectively seeking out pages that are relevant to a pre-defined set of topics. The paper further states that besides specifying topics by some keywords, it is customary to use some exemplary documents to compute the similarity of a given web document to the topic. He finally proposes a new hybrid focused crawler, which uses link structure of
documents as well as similarity of pages to the topic to crawl the web pages.

Chakrabarti [3] describes focused crawler as a new hypertext resource discovery system. Rather than collecting and indexing all accessible web documents to be able to answer all possible ad-hoc queries, a focused crawler analyzes its crawl boundary to find the links that are likely to be most relevant for the crawl, and avoids irrelevant regions of the web. They designed two hypertext mining programs – a classifier and a distiller. The classifier evaluates the relevance of a hypertext document with respect to the focus topics whereas the distiller identifies hypertext nodes that are great access points to many relevant pages within a few links.

Pant [17] explains the reliance of topical crawling on link contexts. These crawlers automatically navigate the hyperlinked structure of the web while using link contexts. He further investigates the effects of various definitions of link contexts on the crawling performance by using topical crawlers that are guided by a Support Vector Machine. He proposes from results obtained that a crawler that uses the tag tree hierarchy within web pages provides effective coverage and exploits words both in the immediate vicinity of a hyperlink.

Chakrabarti [2] showed that there is a great deal of usable information on a HREF source page about the relevance of the target page. This information can be exploited by a supervised apprentice which takes online lessons from a traditional focused crawler by observing a carefully designed set of features and events associated with the crawler. They propose alternative focused crawler architecture where documents are modeled as tag trees using DOM (Document Object Model) in which two classifiers are used viz. baseline and apprentice. The baseline classifier refers to the module that navigates through the web to obtain the data for the apprentice classifier. Whereas the apprentice classifier is trained over the data collected and eventually guides the overall crawling. Further Papapetrou [14] proposes IPMicra, a distributed location aware web crawler that utilizes an IP address hierarchy and allows crawling of links in a near optimal location aware manner.

Diligenti [4] introduced a method to overcome one of the main problem in focused crawling which is performing appropriate credit assignment to different documents along a crawl path. They suggested an algorithm that builds a model for the context within which topically relevant pages occur on the web. The algorithm also possesses the capability of partial reverse crawling.

Iwazume [13] proposes a system called Intelligent Information Collector and Analyzer. The system uses contexts in topical crawlers in a more granular form. They guided a crawler using the anchor text along with ontology. It specifies the common background knowledge shared by the user.

Cho [6] discussed in detail the use and advantage of parallel crawlers. By parallel crawling the work can be distributed thereby resulting into less bandwidth utilization and also increase in page quality.

In a subsequent work, Chung [5] proposes a topic-oriented approach, in which the web is partitioned into general subject areas with a crawler assigned to each. The main motive is to choose the strategy for partitioning the web amongst nodes in such a way that overlapping between the nodes is minimized.

Dalal [15] describes distributed collections of web materials to be common. He explains the Walden’s Paths Path Manager tool to support the maintenance of distributed collections. Earlier efforts focused on recognizing the type and degree of change within web pages and identifying pages no longer accessible. The paper extends previous work done with algorithms for evaluating page changes based on context and to locate moved pages and apply the modified approach to suggesting page replacements when the original page cannot be found.

Gao [16] proposes several collaborative crawling strategies for the geographically focused crawling, whose goal is to collect web pages about specified geographic locations, by considering features like URL address of page, content of page, extended anchor text of link, and others. After careful study and experimentation he proposes that strategies like URL address of page and extended anchor text of link are shown
to yield the best overall performance for the geographically focused crawling.

Gravano [8-10] suggested that if a reasonable number of links pertinent to one particular geographic location point to a web resource and these links are smoothly distributed across the location, then this location is treated as one of the geographic scopes of the corresponding web resource. They also propose how to solve aliasing and ambiguity.

Exposto [7] evaluates distributed crawling by means of the geographical partition of the web. The method is based on existence of distributed crawlers for specified geographical locations. Further the evaluation results are compared with hash partitioning strategies.

Markowitz [11] proposed the design and the initial implementation of a geographic search engine prototype for Germany. The described prototype performs massive extraction of geographic features from crawled data, which are then mapped to coordinates and aggregated across link and site structure. The domain used for this is “de”. This assigns to each web page a set of relevant locations called footprints, the data of which is then integrated into a high performance query processor on a cluster-based architecture.

Hersovici [12] proposed SharkSearch which was an advance form of Fishsearch. The sharksearch has been embodied into a dynamic web site mapping that enables users to tailor web maps to their interests. It also linearly combined the information gained from the smaller contexts with that from the entire parent pages.

It has been discussed in [23] how to estimate the change frequency of a web page by revisiting the page periodically. A study [19] has been done on how often a crawler should visit a page when it knows how often the page changes.

There has been work done on comparing HTML and XML documents. For example, [24] describes HtmlDiff, a tool for detecting and highlighting changes in web pages. More recently, [25] describe X-Diff, a change detection algorithm that allows for unordered subtrees. However, the application of differencing in this work differs in that it is not used to detect changes over time, but to extract information that varies among different web pages at the same time.

Buttler[27] presented a new mechanism for detecting changes to HTML and XML documents based on the Page Digest encoding, focusing on providing standard change detection mechanisms, operators for more advanced change detection operators, techniques to monitor different aspects of a page, including content, tag types, attributes, and structure, and, finally, a set of unique optimization techniques based on the Page digest encoding that dramatically improves the performance of the system.

Tan [22] proposed a sampling-based algorithm to study a challenging problem in Web crawling: Given a sampled subset of the webpages in a local repository, how can a crawler exploit a fixed amount of available download resources to make the local repository as up-to-date as possible? He investigated in detail the parameter space in algorithm, especially the download granularities and adaptive download probabilities, to achieve the optimal performance in terms of change ratio.

Liu presented WebCQ [28], a prototype of a large-scale web information monitoring system, with an emphasis on general issues in designing and engineering a large-scale information change monitoring system on the Web. Features of WebCQ include the capabilities for monitoring and tracking various types of changes to static and dynamic web page changes, personalized delivery of page change notifications, and personalized summarization of web page changes.

The WebCQ system consists of four main components: a change detection robot that discovers and detects changes, a proxy cache service that reduces communication traffics to the original information servers, a personalized presentation tool that highlights changes detected by WebCQ sentinels, and a change notification service that delivers fresh information to the right users at right time. A salient feature of change detection robot is its ability to support various types of web page sentinels for detecting, presenting, and delivering interesting changes to web pages. This paper describes the WebCQ system with an emphasis on general issues in designing and engineering a large-scale information change monitoring system on the Web.
Some probabilistic models have been exploited to approximate the observed update history of a webpage and predicts its future changes [20], in which the fast-changing pages are more likely to be crawled. The limitation of these models is that they need to gather sufficient and accurate knowledge about each webpage’s change history. To address this problem, Cho, et al., [26] have prescribed to randomly sample webpages from each website, and then a crawler should crawl an entire website once it detects that the website has more changed samples than other sites. However, they do not support this choice with any theoretical or empirical evidence.

[21] describes an efficient Web page change detection system based on tree optimizations that were implemented on top of the Hungarian Algorithm, which is employed to compare trees that correspond to HTML Web pages. The optimizations attempt to stop this $O(n^3)$ algorithm before it completes all its iterations based on criteria having to do with properties of HTML and heuristics.

D. Yadav [29] discussed algorithm for extracting web changes consists of three steps: document tree construction, document tree encoding and tree matching for the detection of two types of changes, structural and content changes. The authors have further mentioned that the proposed algorithm has linear time complexity and extracts effectively the changed content from different versions of a web pages. In [30] D Yadav has proposed an architecture for parallel crawler built on the lines of a client server model. Also he has discussed a three-step algorithm for page refreshment. They have used the algorithm to check whether the change is at structure level or content level or at image level in web pages.

3. Proposed Methods:
We have divided this section in two parts. In first part we discuss the relevance of anchor texts in topological web crawler and second part we discuss and present mechanism for detecting changes to HTML documents.

3.1 Relevance of anchor texts for topical web crawlers:

The objective of search engines are to provide highly relevant search results; this is where anchor text helps, as the tendency is to hyperlink words relevant to the landing page. Webmasters may use anchor text to procure high results in search engine results pages. But first off, what is anchor text? Anchor text refers to the text used in linking structure. And the keywords we use contributes to relevancy on the page it links to, will give a bit of a boost to that page when someone searches for that phrase. Now, keep in mind that we need to utilize other optimization techniques in order to rank for that phrase, unless it is a totally non-competitive phrase. But anchor text is definitely one of the factors used in the ranking algorithm to decide which pages rank higher than others. The inclusion of important keywords in the anchor text can make a big difference in the final ranking of web pages. All search engines that matter, give significant weight to the anchor text on web pages.

Figure 1 Extraction of Anchor texts and URLs from web pages

Since the relevance of anchor text is increasing highly these days, our technique is based on it. We thus introduce the concept of weighted anchor text wherein the every link has been given a weight. The method basically aims at forming a weighted tree structure where each node has been assigned a constant weight. The tree structure is a weighted directed graph where each incoming link leads to assignment of a constant weight to that particular node. Once the tree structure is formed, the next step is the indexing of the nodes. For arranging the nodes in an order of relevance these weights associated with nodes are of at most importance. We assume that the node
associated with the maximum weight is of most relevance in accordance with the given keyword because it has the maximum number of incoming links in the directed tree structure. Hence the indexing of the nodes in the proposed technique would be entirely based on the decreasing order of the weights associated with the nodes.

3.1.1 Detailed Analysis:
- The link structure of the web is used in this technique. The seed URL is taken as the root point.
- The Anchor Texts present on the URL page are extracted from the seed URL and the URLs corresponding to these anchor texts are also taken.
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Figure 2. Directed Graph of links from Seed URL

- Now the child URLs of the seed URL are taken as the reference web pages and again anchor texts and URLs corresponding to them on the child pages are stored.
- When a search string is entered by the user, the crawler matches the string with stored anchor texts and takes all the anchor texts and corresponding links matching with the search string.
- Starting from the seed URL, the crawler makes a tree structure in a hierarchical form of all the matched anchor texts and corresponding links.
- In this manner we form a directed graph structure of the anchor texts and corresponding URLs.
- Since this is a topical web crawler basically intended to find the most relevant web pages corresponding to the user given search string, the technique uses weights as a criteria for sorting of these anchor texts and corresponding links.
- Weights are assigned to every node of the directed graph on the basis of incoming links form either parent links or other child links. For example in figure 2. Child 1.3 has a weight of 2 as there are two incoming links to Child 1.3 viz. Child 1 and Child 1.2.
- The crawler then traverses entire graph to find the node with the maximum weight. This node will be containing the link to the most relevant result corresponding to the user given search string. For example in figure 2. Child 1.3.1 has weight 5 hence will be of highest relevance.
- The other nodes of the directed graph will be sorted on the basis of decreasing weight corresponding to the anchor text nodes.
- In case of same weight the node lower in hierarchy in the directed graph will be more relevant.
- In this way we will get the sorted list of URLs and anchor texts on the basis of weighted anchor texts. This list will be in the decreasing order of relevance with respect to the given search string.

3.1.2 Advantages Over Existing Systems:
With the increasing usage of anchor text, more and more web sites are improving the quality of anchor texts on their web pages. Earlier most of the search engines used meta tags for searching and sorting of results. But many a times meta tags don’t provide proper information about the actual contents of the page. Whereas Anchor Text if properly used can be a perfect information guider of the actual contents of a web page.

Our algorithm uses anchor text as the base for crawling and the assignment of weights to them on the basis of link structure of web pages. Thus it is one of the best possible ways of using anchor text for crawling purposes.

If this algorithm is used with the existing algorithms used by the search engines then the quality of results corresponding to search strings would surely increase to higher levels.
Time complexity with this algorithm is also not a problem as only sorting of the relevant anchor text takes the time and rest of the process is a continual process and extraction of anchor texts certainly takes less time as compared to meta tag generation and then search string from the meta tag.

3.2 Web page change detection:
Here we present a mechanism for detecting changes to HTML documents based on creating a simplified hierarchy tree of the HTML document. In brief we sum up our research in the following steps

- Focusing on providing standard change detection mechanisms.
- Operators for more advanced change detection.
- Techniques to monitor different aspects of a page, including content, tag types, attributes, and structure.
- A set of unique optimization techniques that dramatically improves the performance of the system.
- After creating a hierarchical tree form of the web page, we establish weight age criterion for each level. We have considered an arbitrary value as weight age on basis of font size.
- The weightage is used to calculate checksum of various levels of the document as well as of the entire document, which help in determining the changes in the web page.
- The hierarchical tree format of the web pages are compared to one another to map structural changes.

3.2.1 Creation of a hierarchical tree structure:
A HTML document consists of various logical sections. For example in figure 3 we have identified levels based on a general view of the page.

Everything in an HTML document is a node. Nodes have a hierarchical relationship to each other. All nodes in an HTML document form a document tree (or node tree) as shown in figure 4. The tree starts at the document node and continues to branch out until it has reached all text nodes at the lowest level of the tree.
In figure 5 we can see the snapshot of the web page and determine the basic layout structure in terms of the HTML tags. The source code of the same page in figure 6 gives us a clearer view of the tag structure and hence we can verify the document tree created in figure 7.

The document tree of the HTML document starts with creation of a document root node to which head and body are attached. From table 1, we use category 1 to create the tree structure as shown in figure 7.
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#### 3.2.2 Tree comparison

After learning how to create a document tree of an HTML web page document, we proceed to map structural changes in a tree by recursive comparison techniques. Starting at the root, we compare nodes in two or more document trees recursively. If the type attributes, or number of sub-nodes differs between corresponding nodes in the document tree, they are considered a “different”. Otherwise, we compare the text chunks between sub-nodes in sequence using a checksum evaluation algorithm which is discussed later in section 3.3. If any of them
differ, again, the entire node is also considered a “different”.

In the figure 8 we have the changed instance of the web page document presented in figure 5. The document has undergone structural changes as well as textual changes. The document tree of this changed instance is also constructed as in figure 9.
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To maintain a search engine is a challenging task. Search engines index billions to hundreds of millions of web pages, indexing a comparable number of distinct terms. They process tens of billions of queries every day. Despite the size and complexity of each search engine, the complexity and structure of the web is constantly changing, a search engine has to be very efficient, doing its work with little memory and using very minimal resources. The paper provides an overview of various types of web pages and search engines used to maintain the search engine.

3.2.3 Checksum evaluation

- The value of checksum at each node of the document tree is evaluated by using formula which contains parameters for attaching importance to text change, scale factor and ASCII code of characters.

- The checksum value of each node gives us a detailed view of the “change” and help in comparing change difference with respect to various documents.

- The final checksum of the entire document is summation of values at different levels. This final checksum value, give us a summarized view of changes when we compare documents.

- Checksum calculation = Σ i parameter * ASCII code * k-factor

The value is calculated for each node by traversing the entire document tree and maintaining the checksum value of the nodes and the total value in a table.
Where,

- \( i \) parameter = importance to change parameter,
- ASCII code = ASCII code of each character,
- K-factor = scaling factor (which we have randomly initialized to be .1)

For our example, we have used font size as the I parameter i.e. we have taken significance of text as its font size, as the text size is large we take it to be more important and ergo, change to it is more important than smaller font size text.

From the document row of the tables we can get the value of overall change and compare it with various instance of the same document to map the change whether textual or structural.

4. Experiments and Observations:

According to various research papers and web material, we found that proper use of anchor text can help in showing the relevancy of web pages to key search engines to help rank for desired keywords. The usage of anchor text has significantly increased in searching algorithms. Thus many web sites use anchor text optimization for better search results. Anchor text optimization is the process of optimizing anchor texts using keywords to get higher rankings in search engines. Basically any anchor text optimization campaign would involve using keywords to link to pages having related content. All major search engines place huge level of importance to anchor texts in comparison to mere links.

To check the relevance of anchor text, we first made a search engine which we used over our local university server. We provided various search strings related to various subjects. 8 out of 10 times we got expected results. This particular experiment and observation proved that the anchor text is the best way to get most relevant data out of a searching operation.

Our next experiment was to check whether our algorithm was providing the desired results or not. To check this we made a crawler based on the given algorithm and checked it over our university website www.jiit.ac.in. We provided the name of our department head as our search string. There were in total 5 anchor texts which matched with the given search string. With the searched anchor texts, the crawler made a directed graph starting from the root URL. After sorting the crawler gave its results and the page that was assigned highest weight was apparently the most relevant page, which we confirmed manually. We repeated the process with various other search strings and got similar results. Hence we found the algorithm to be providing relevant results which we counter checked manually.

Our next step was to check the algorithm over some dynamic web sites like www.rediff.com, www.yahoo.com etc. We
extracted all the links of www.rediff.com up to 5 levels and stored it into the file. We had approximately 10000 anchor texts and corresponding URLs. Again we provided search strings in our searching application whose crawler was implemented using the above given algorithm. With 10000 anchor texts to search for and multiple links to same pages, when we entered search string, directed graph was formed and sorting was done according to the weights assigned to the anchor texts. The final result was mostly giving relevant pages related to the user provided search string.

The problem we faced was during the downloading and extraction of anchor texts and corresponding URLs as we had hardware and network constraints. Hence the database formation process took ample amount of time.

With the above results from the experiments performed we can conclude that usage of anchor text in a proper manner can surely help in better searching. Also, the algorithm proposed, if incorporated with existing systems can help in getting better results.

5. Results:

We found that the proposed algorithm is working properly if the anchor text of the web page is the accurate information provider of the contents of the web page. We also found that usage of anchor text as a basis for searching algorithm is best and most accurate technique if the anchor text is properly allocated to web pages.

The weights assigned to nodes of the directed graph are purely based on the link structure of the web pages. The accuracy claimed in the paper about results obtained after searching is based on the experiments performed on the various web sites as well as our university server. We have assumed that all the anchor texts are accurate descriptor of the contents of the web page to which they point. We have not taken into consideration enormous data as in that time complexity would be large.

Also we described work in applying techniques and ideas to efficiently map changes in web pages. The web page is modeled as a document tree following an algorithm as described in the paper. This document tree is constructed for all changed instances of a web page and compared recursively, thus giving the change in structure of the web page. The checksum evaluation algorithm gives us textual change value for each node and for the entire document which is represented in a tabular form. Focusing on the structure of the document and its textual content in a balanced manner, we obtain change detection methods that are both simple to implement and appear to work on a large variety of documents.

6. Conclusion and Future Work

From the above discussions it is clear that one cannot ignore the importance of anchor text in order to increase the page rank in any search engine. So for that matter our methodology can be of a great use in any searching algorithm. Knowing the increasing relevance of anchor text, we decided to work upon it and came up with a technique in which searching is purely based on anchor text. Weights are associated for each incoming link to a node and thus we have a weighted directed graph of anchor texts. Searching is done on this graph and consequently we have a list of anchor texts in descending order of their weights.

We have observed that this technique is giving relevant results most of the times but it might not be the case if we have a large data base or if searching is to be done on entire web. This is so because graph formation and its traversal becomes a tedious task. Also its time complexity is quite high but surely it is going to give commendable results if these factors are taken care of.

As for web change detection is concerned we presented an efficient technique which maps structural and textual changes in an html web page document. The algorithm works in two sections, the first section involves steps regarding the creation of a document tree for the respective html document. The second section deals with the checksum evaluation algorithm which maps the change in format of a numerical value which is tabulated on the basis of the node structure of the document tree. The checksum table gives the value of overall change as well as change at various node levels hence giving us a clear view of the change in the documents.
The tree-based comparison and checksum evaluation technique described in our paper provides us a convenient distance measure to determine value of change in web pages. Comparison could use the total checksum difference, but a simpler similarity measure is just the minimum of the fraction of each tree whose nodes are matched by corresponding nodes in the other tree (without taking into account the textual content). This similarity measure can then be used in a standard clustering algorithm, and clusters of pages correspond to groups of pages from which variables can be meaningfully extracted by the above procedures. Of course, structural document clustering of web pages may have other applications as well.

Another source of variability among web pages is the use of mark-up like bold face, italics, and sub- or superscripts. Those tags generally do not represent structural differences between text documents, but rather should be simply considered part of the textual content. If they are used as tags during the tree-based comparison, most of the time, the results will still be correct, but occasionally, an accidental alignment between those tags may cause only part of a semantically meaningful field to be returned. This can be addressed by treating such tags as part of the text and not considering them to be part of the page structure.
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