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Abstract:- Malay Document Analysis and Recongition aims to extract digital malay documents automaticaly. 
These extracted documents are presented in the form of namely articles, newspapers and magazines. Over the 
years, Malay digital documents has increased and published on the world-wide-web (www) and consequently 
used by many organizations local and abroad. In this paper, we introduce the implementation of a tool for Malay 
language document identification in mono- and multi-lingual documents. The tool development includes a feature 
extraction and a neural network technique. The feature extraction consists of documents filtering, word matching 
and binary representation of varied length sentences from many types of documents including generic text files, 
MS Word files, Adobe PDF and HTML web pages. The neural network employs back propagation neural 
network (BPNN) algorithm with adjustable number of neurons and weights between input, hidden and output 
layer. A database was constructed consisting of 300 sentences of mono and multi-lingual documents. Experiments 
show average recognition rate of 90% accuracy in recognizing of Malay language documents, which has more 
than 80%, matched Malay words. Our tool is able to recognise Malay language documents with reasonable 
accuracy. 
 
Keywords: - Document processing, Language recognition, Backpropagation neural network, Document filtering, 
Word matching technique 
 
 
1  Introduction 
The widespread use of computers and the rise of 
world-wide-web (www) enable digital documents to 
be disseminated to virtually endless number of sites 
on the global network. Not to mention the continuous 
and rapid growth of digital library or academic 
publications repository. This will lead to the 
tremendous growth in digital documents such as 
journals, articles, newspapers, magazines, e-books and 
etc. Indexing and categorization of those materials are 
crucial and these operations would be best performed 
automatically. This is where the language identifier is 
used in categorizing the documents at least according 
to their languages. So far, little research has been 
dedicated toward multi-lingual content. More so, there 
are not many researches dwelt on recognizing of 
Malay Documents.  

The Malay language is spoken by over 300 
million peoples and considered as the fourth largest 
language group after Chinese, English, and 
Hindi/Urdu [3, 25]. According to Dewan Bahasa dan 
Pustaka [1], there are 118 institutions throughout the 

world that teaching and pursuing research on Malay 
language. Although Malay has the same sentence 
structure (SVO) as English, Malay is a terse language 
and less pleonastic compared to English. Malay 
sentence can be easily remodeled on foreign structures 
such as English and Arabic. According to Azhar, 
Malay is different compared to English because 
Malay is a context-dependent language [2]. Similarly, 
Knowles et al. points out that Malay is syntactically 
different from English [10]. In another research, it is 
found that from approximately 30,000 Malay 
sentences, there were in average 21 words per 
sentence [2, 10, 14, 17]. Besides that, the Malay 
language consists of seven types of word formation, 
which are, affixation, reduplication, compounding, 
blending, clipping, acronyms and borrowing. 

This research addresses implementation of a tool 
named Malay Language Document Identifier (MLDI) 
to recognize Malay and non-Malay digital documents 
in various forms. The organization of this paper is as 
follows: Section 2 presents some related works on 
Language Recognition using Artificial Neural 
Network. Section 3 describes the tool MLDI, the 
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implemented architecture, interface and language 
model creation. Section 4 shows the evaluation results 
and the last section gives an outlook to future work. 

 
 

2 Related Works 
 
The use of Internet in many facet of lives nowadays 
have created gigantic information highways that 
consist of millions even trillions of documents in 
various format used by the society in various 
languages [23]. Automatic language identifiers 
(AutoLId) are use to automate the process of indexing 
and categorization of these documents in diverse 
languages. The need of this AutoLId can benefit 
various domains that require a classifier to separate 
documents automatically in faster manner such as 
digital library, search engine or an automatic online 
translator service portals [15].  

Accessing web pages is possible with the Internet 
search engines, which automatically crawl and index 
pages. Internet search engines were to appear in 1994 
when the number of HTTP resources increased [24] 
and it is before the emergence and growth of the Web. 
The first pre-Web search engine was Archie, which 
performed keyword searches and retrieved names of 
files available via FTP [19]. Following this is the 
development of the first robot and search engine of 
the Web named Wandex by Matthew Gray in 1993 
[29].  

The growth of the Web has lead to the emergence 
of hundreds of search engines with different features. 
Primary search engines were designed based on 
traditional information retrieval methods that simply 
retrieves results from indexed databases and show the 
pages based on keyword occurrence and proximity. 
Though these traditional indexing models were found 
to be successful, it was revealed that these methods 
are not sufficient for a tremendously unstructured 
information resource such as the Web. Unfortunately, 
the completeness of the index is not the only factor in 
deciding the quality of the search results. Google 
introduces an innovative ranking system for the entire 
Web in order to increase the quality of the search 
results as described by Brin & Page [4]. Other efforts 
have been made to customize and specialize search 
tools.  

There exist three generation of search engine 
technology described by Guozhen and friends [5], as 
discussed below. 

• 1st generation: based on classic IR textual 
analysis techniques – retrieve documents 
upon analyzing the location and frequency of 
words in web pages to determine ranking 
using classic IR techniques such as TF*IDF, 
independent of each other.  

• 2nd generation: Link analysis and ranking - 
Link analysis is also named as Web structure 
analysis. This technique means that the page 
link to another page and the latter is thought 
to be related and of high quality by the first 
page. By link analysis, law and trends of the 
web can mine out. The quality of each page 
relies on the global topology not on its 
neighboring pages. This global mutual 
dependence of page quality is computed 
through iteration. This technique has 
improves search quality and widely used in 
Google. 

• The third generation: intelligent search engine 
- a search engine consists of intelligence 
features with friendly user interface which 
would provide nature way of interaction with 
the system such as ability to query with nature 
language, conceptual retrieval beyond literal 
matching and auto distinguish among multiple 
meanings of a user. 

The architecture of search engines commonly 
consists of three component parts; web crawler, 
document indexing, searchers and result ranker. The 
main task of a web crawler is the automatic gathering 
of Web documents, which are usually stored locally. 
This automatic web document collectors are part of 
Web robots, which are applications that systematically 
traverse the Internet to perform some specific task. 
More specifically, it is commonly referred to as Web 
crawlers or Web spiders with numerous tasks namely 
Web survey, site checking and maintenance, site 
mirroring, and resource discovery [21]. 

Crawlers are designed for different purposes and 
can be divided into two major categories as mentioned 
by Suel and co-workers [27]. High performance 
crawlers form the first category with the goal to 
increase the performance of crawling by downloading 
as many documents as possible in a certain time. They 
use simplest algorithms such as Breadth First Search 
(BFS) to reduce running overhead. In contrast, the 
latter tries to maximize the benefit obtained per 
downloaded page. Crawlers in this category are 
generally known as focused Crawlers. Their goal is to 
find pages of interest using the lowest possible 
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bandwidth [27] with  specific topic subjects such as 
scientific articles, pages in a particular language, mp3 
files and images and was introduced in 1999 [22].  

In principle there are two different techniques in 
implementing the automatic recognition language of a 
text document as mentioned by Grefenstette et al. [6], 
which are, word-based language recognition and the 
N-gram based identification [31]. Indexing methods 
are usually language dependent because they would 
need knowledge about the morphology of a language 
[7]. Partial morphological analysis of tokens as 
potential lexical or morphological units is done with 
the help of dictionaries of words and subwords typical 
for the language in question, including word-initial, 
word internal and word fragments used by Hisham El-
Shishiny and friends [9]. This technique applies 
scoring scheme where each word fragments have 
positive or negative score and based on individual 
scores of detected features such as words, word 
prefixes, word suffixes and unigrams representing the 
characters used in a language and finally computed to 
be as the total score for each language. The highest 
score indicates the language of the text.  

Meanwhile, Artificial Neural Networks (ANN) 
and rapid technological advancements have been 
applied to many applications because of their 
fascinating features, such as learning, generalizing, 
fast real-time computation and their modeling and 
classification capabilities. Because of these features, 
language identification processes are suitable for this 
type of application. The development of this language 
identification was achieved with the help of ANN 
using frequency analysis of letters [23]. There are 
many types of neural networks for various 
applications [7, 26, 28]. Multilayered perceptron 
neural networks (MLPNNs) are the simplest arch and 
most commonly used neural network [7]. Some 
learning algorithms such as Levenberg-Marquardt 
(LM) and Backpropagation with momentum (BPM) 
[23] could train MLPNN. 

In another research, vector-space based category 
for high-precision is used to implement language 
recognition. The accuracy of this method depends on 
the size of the input document, the set of languages 
under consideration, and the features used. Linguini 
vector space could identify the language of documents 
as short as 5 to 10% of the size of average Web 
documents with 100% accuracy [20]. 
 The basic idea of Linguini is to compute a 
similarity measure, based on cosine distance in 
feature-space. In the text retrieval, queries are 

compared with documents, while in categorization 
documents are compared with categories, or with 
other documents in a k-Nearest-Neighbor algorithm 
[13, 20]. Linguini was tested on 13 languages of 
European subset and each of them a collection of 100 
Kbytes worth of text was gathered from the Internet. 
There are several other AutoLId techniques for 
document recognition such as string kernels [11], 
search engines, web-crawler and text words through 
visual discriminating features  [8, 12, 16, 18, 30].  
 
3 Approach and Method 
There are two major approaches that was used in this 
research namely i) feature extraction and ii) 
implementation of BPNN for classification and 
recognition. 
 
3.1 Feature Extraction 
The architecture of MLDI consists of four 
components that are i) MLDI Program, ii) Matching 
Engine, iii) BPNN Engine and v) the User Interface as 
shown in figure 1. There are two databases: Malay 
words and Patterns & Training database. Malay words 
database consist of a large entry of words and its 
binary representation. While Patterns & Training 
database reside binary patterns resulted from pre-
processing phase besides the weight and bias values 
gathered from the training session. 
  

Patterns & 
Training Result

Output: 
Final 
Result 
based on 
combinati
on of 
Matching 
rate & 
Pattern 
Analysis  

Malay Words 

BPNN 
Engine 

Matching 
Engine

MLDI 
Program 

System 
Boundary

Input: 
Text 
Document 

(Training/ 
Testing) 

U
se

r I
nt

er
fa

ce
 

WSEAS TRANSACTIONS on 
INFORMATION SCIENCE and APPLICATIONS

Norzaidah Md Noh, Mohd Rusydi Abdul Talib, Azlin Ahmad, 
Shamimi A. Halim, Azlinah Mohamed

ISSN: 1790-0832 1010 Issue 6, Volume 6, June 2009



Figure 1  The architecture of MLDI of Malay written 
text prototype. 

 
Documents from a url addresses or a specified file 

are passed thru the filtering processor which would 
eliminate and stripped all links, tags, images and 
symbols from the document The result consists of 
only text string as shown in figure 2.  

 
 
 
 
 
 
Figure 2 Text extraction process 

 
The extracted text are then split into sentences by 

locating all dots “.” occurrences. Subsequently, all 
unwanted words and symbols would be removed from 
each of the sentences. Next, each filtered sentence 
would be further processed into individual words by 
removing the empty spaces as illustrated in figure 3. 
Once the word is extracted from the sentences, it 
would then be converted into small capital letters to 
be matched with the Malay words database. The 
matching words would then fetch its corresponding 
binary value and concatenated into a string of binary 
pattern. For an example, if the type is ‘Kata Nama’ 
then the returned result will be ‘0001’, as shown in 
table 1. This binary string would be concatenated with 
previous string and finally a string of pattern 
representing a sentence would be extracted. 

 
Table 1 Malay phrasal categories 

 
Besides producing the binary phrasal patterns, the 

Matching engine will also save any unmatched words 
and calculate matching score that will be used in the 
testing phase as shown in figure 3. The matching rate 
is based on number of words matched over the total of 
words exists in the current document and all non-

matching words if any would be grouped together and 
displayed in the Main window of the user interface.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Text to binary transformation process 
 
The generated binary patterns and its type would 

then be stored in the Pattern & training database. The 
binary patterns are normalized into an identified 
maximum length of the binary patterns. If the pattern 
were shorter than the length defined, the pattern 
would be concatenated with a sequence of set “0000”, 
otherwise discarded as described in figure 4. The next 
stage is the classification and recognition process 
using BPNN. 
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Kata Nama 0001 Kata Keterangan 0110 

Adjektif 0010 Kata Ganti 0111 

Kata Kerja 0011 Kata Bantu 1000 

Kata Seruan 0100 Kata Sendi Nama 1001 

Kata Hubung 0101 Lain-Lain 1010 
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Figure 4 Data Normalization 

 
Figure 5 illustrates the overall flow of MDLI from 
raw document which could be in Adobe PDF, MS 
Word, HTML web pages or other text document 
format. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
Figure 5  Flow process of MLDI prototype 
 

3.2 BPNN 
The system architecture developed is shown in figure 
6. It consists of the BPNN architecture in learning and 
analyzing of Malays or non-Malay sentences. The 
training phase involved two types of data, which are 
Malay and non-Malay documents. Each type consists 
of 150 sentences with the total of 300 sentences for 
both types. The tool has the flexibility of altering 
sentences within the input parameter at the application 
Main window. A sentence of 24 words was 
determined as the shortest input parameter thru 
observation and confirmed by language expert.  
Meanwhile the longest length in the sentences 
depends on the training data available. Every word 
will be represented in four neurons thus make up the 
total neurons in the input layer as illustrated in 
equation 1 below. 
 

N = w
w= 24

n

∑ × 4 (1)

 
 
Where N is the total number of neurons, w is number 
of words.  

The BPNN consists of for example minimum of 96 
adjustable input nodes, 19 adjustable number of 
hidden nodes using the ratio of 1/5 number of input 
nodes and 1 output node represent in the set of {0,1} 
which 0 represented as Malay sentences and 1 would 
be non-Malay sentences. The training result would be 
stored in the Pattern & Training database.  

In the testing phase, the weights and biases values 
according to the length of the sentence being tested 
are retrieved from the Pattern & Training database.  
Finally, the result from the BPNN engine and the 
matching score from the matching engine are 
evaluated to produce the classification and recognition 
of a Malay document. 

 
Word Type 
Matching 

 

 
Figure 6  MLDI architecture  
 
3.3 MLDI Interface Design 
The MLDI graphical user interface build using GUI 
Visual Studio 2008 toolkit. Three main application 
windows with specific functions and processes are 
constructed. These application windows are as 
described below. 

• The first application window is where the raw 
documents are identified and selected to be 
process, extract, filter for any unwanted 
words or symbols.  The documents are than 
split into sentences and words to match the 
words in the database, which would identify 
the pattern according to the type of word. 
Next, normalization of all the sentences into 
the same length given by the processing 
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parameters. Finally, test the normalize 
sentence using BPNN and subsequently, show 
unmatched words, the recognition rate in the 
output window as shown in figure 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 Application Main window 
 

• This window shows the process of training 
using BPNN and called the training mode 
window. The default value of the training 
mode is 0, which means no training visible. 
However, if the user activated the training 
mode to 1 or yes, the second application 
window will appear with option of new input 
to choose from. These inputs can be extracted 
from the type selection lists, which consist of 
Malay or Non-Malay input.  Once selection is 
made the BPNN training processes will take 
place. This function allows expansion of data 
types and flexibility in expanding the tool to 
be used for multi-lingual documents 
identification systems. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Figure 8 Application Main window (Training Mode) 

 
• This window is for the expansion of the 

database. By pressing the New Word button, 
user are allowed to add new word in the 
existing Malay database. A textbox will 
appear for users to make their entry and select 
the word type from the selection list. Once 
selected, users are required to submit their 
entry by clicking on the Submit button. 

 

Two types of input 
selector – by URL 
address or browse 
internally 

new word 
insertion 
window 

Processing’s  
parameters 

Display 
unmatched 
words if any  

Display final 
binary pattern

The area that 
display result 
of each 
pattern 

Display 
percentage of 
matching rate

Display 
extracted 
words

Training mode switched to 
‘yes’ –option to choose the 
type of input and training 
execution button.  

WSEAS TRANSACTIONS on 
INFORMATION SCIENCE and APPLICATIONS

Norzaidah Md Noh, Mohd Rusydi Abdul Talib, Azlin Ahmad, 
Shamimi A. Halim, Azlinah Mohamed

ISSN: 1790-0832 1013 Issue 6, Volume 6, June 2009



 
Figure 9 New Word Insertion window 

 
 

3.4  The BPNN Training window 
The BPNN Training window will appear once user 
clicked Training execution button on the second 
application window or training mode window. This 
window provides functions and processes such as 
setting of training parameters, Start button, Save 
button and Output area. The training parameters 
needed are numbers of input nodes (for instance 4 
nodes representing 1 word), no of patterns (no of 
sentences), no of epochs, learning rate and threshold 
value. 

The output area display the current Mean Square 
Error, Error Information Term and epoch number for 
every each process until the threshold or epoch value 
is met. Once the result is found and satisfied then the 
Save button action will save its training weights, 
biases and no of input nodes as new results to be use 
in the future testing phase. 

 

 
 

 
Figure 10 BPNN Training Window 
 
4 Experiments and Results 
 
The prototype is developed using C# as its 
programming language and MSSQL2008 for the 
database design. In the absence of a standard 
database, a Malay words database was prepared 
consists of 14,500 Malay words categorized into 9 
groups which are Kata Nama, Kata Kerja, Adjektif, 
Kata Hubung, Kata Sendi Nama, Kata Seruan, Kata 
Keterangan, Kata Bantu and Kata Ganti. The rest of 
the other words which did not fall into these groups 
are combined together into one group called Lain-
Lain.  

Choice of the size of document patterns depends 
indirectly on the strength of feature extraction and 
classification techniques adopted. Therefore, in 
ensuring the success of the training process for better 
accuracy, the data collected are from a well known 
source of undeniable quality of publishing, has limited 
or none spelling errors, less graphical or multimedia 
presentation. Most of the data are from a collection of 
online newspapers and journal articles. Table 2 
describes the input data for training and testing.  

 
Table 2 Training and Testing Input Data 

Language Training 
Input 

Testing 
Input 

Sentence Word 

Malay 15 10 24 
Non-Malay 15 

10 
10 24 

Total 30 10 20 64 

 
 

The Training 
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The training phase involved two types of data, which 
are Malay and non-Malay. Each type consisted of 150 
sentences and makes up a total for 300 sentences used 
for training. The amount of sentences can be adjusted 
using an input parameter in the Main window. A 
sentence consists of 24 words determined by the input 
parameter or any longest length found in the sentences 
and every word will be represented in four neurons. 
Thus the total number of neurons in the input layer  Execution 
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given by total of words multiplies by four binary 
representations. Meanwhile the testing phase consists 
of 10 sentences of both Malay and non-Malay 
documents. The network is trained with a simple feed 
forward BPNN training algorithm, with momentum 
and a variable learning rate. In this experiment, a 
threshold is fixed to accept the obtained result at 0.01. 
The results obtained are tabulated in table 3. 

 
Table 3 The results of document recognition by 
BPNN. 

Recognized as No. of 
documents 

No. of  
sentences Malay Non-Malay 

Errors 

10 100 50 50 01 
 
In this stage, the completed prototype was evaluated 
and analyzed in order to measure overall processing 
efficiency and accuracy. The performance comparison 
of the network is made in terms of recognition rate, 
classification accuracy  and matching rate. 

In classifying the document, an assumption is 
made that more than 50% must be identified as Malay 
structures to conclude that the file is a Malay language 
file. Table 4 shows the classification result for both 
BPNN training. From the result of BPNN, we can 
conclude that 90% classification accuracy was 
achieved.  
 

Table 4 Classification rate 

 
 

While, table 5 shows the matching results where 
100% of the documents are classified accurately. Thus 
combination of both tests will generate more precise 
recognition. 

 
Table 5  Matching rates 

 
 

Table 6 shows that the combination results of both 
matching and classification rate give 100% 
correctness in classifying between Malay and Non-
Malay files. Referring to table 4, document number 8 
was concluded to be a Malay document since its 
classification results presented 60% accuracy. 
However, the result concluded from table 5 illustrates 
a matching Malay word of only 8.2%. Thus this could 
means that document 8 has the right structure but 
mostly written in a different language. Therefore, it is 
concluded that document 8 could be a non-Malay 
document. 
 

Table 6 combination results of matching and 
classification rate 

 
 
 
5 Conclusion and Future Works 
A BPNN based recognition system with matching 
algorithm is proposed for Malay document analysis 
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and recognition. There have not been many research 
on Malay Language Document Identifier. Therefore 
this paper addresses the needs and development of a 
tool that can recgnize and analyze malay documents.  
This research has proven that BPNN can learn to 
recognize Malay sentences’ structure with a 
reasonable classification rate. However, the 
combination of Malay words matching rate and results 
from BPNN testing phase gives a better conclusion 
rate. The results obtained demonstrate the 
effectiveness of both methods. This research is hope 
to generate more interest in Malay language 
technology using Neural Network approach. It could 
also be used as a component in Malay language Web-
focused crawler, as it helps in identifying the language 
of documents.  

In the future, the size of the database could be 
extended to include all possible phrasal of Malay 
language. Besides that, it can also be implemented for 
different languages by replacing the database and the 
dictionary used.  Besides that, this research can utilize 
morphological analyser of the Malay language. 
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