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Abstract: Automated visual inspection (AVI) is becoming an integral part of modern surface mount technology
(SMT) assembly process. This high technology assembly, produces printed circuit boards (PCB) with tiny and
delicate electronic components. With the increase in demand for such PCBs, high-volume production has to cater
for both the quantity and zero defect quality assurance. The ever changing technology in fabrication, placement
and soldering of SMT electronic components have caused an increase in PCB defects both in terms of numbers
and types. Consequently, a wide range of defect detecting techniques and algorithms have been reported and
implemented in AVI systems in the past decade. Unfortunately, the turn-over rate for PCB inspection is very
crucial in the electronic industry. Current AVI systems spend too much time inspecting PCBs on a component-by-
component basis. In this paper, we focus on providing a solution that can cover a larger inspection area of a PCB
at any one time. This will reduce inspection time and increase the throughput of PCB production. Our solution is
targeted for missing and misalignment defects of SMT devices in a PCB. An alternative visual inspection approach
using color background subtraction is presented to address the stated defect. Experimental results of various defect
PCBs are also presented.
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1 Introduction
Inspection has been an integrated process in human
related activities since the dawn of barter trade up
to the current production of high technology devices.
The advancement of technology in the SMT indus-
try is pushing human visual inspection to the twilight
edge. This, coupled with fatigue and inconsistency,
has made AVI systems the best choice as replacements
[1]. In a SMT assembly process, AVIs are often used
to check the functionality of a PCB assembly [2]. To-
day, PCBs have evolved to become more complex in
design, multi layered and are assembled with increas-
ingly miniaturized components. This has made qual-
ity control of PCBs more challenging and demand-
ing. Currently, AVIs combined with in-circuit-testers
(ICT) are the most prominent systems that are used
to check the functionality of a PCB assembly. This
is because AVI systems provide better quality control
at lower costs [3]. Inspection systems placed at ap-
propriate sections along an assembly line will reduce
rework cost which would eventually provide better re-
sults during the electrical testing phase [4]. Many
authors as cited in the vast reference list of [5] have
repeatedly emphasized the importance of developing

techniques and algorithms for an automatic inspection
system in the electronic industry. However, to the best
of our knowledge, there is no one-stop single AVI
system to detect all known visual defects on a PCB
assembly for a high-volume manufacturing assembly
line. Components on an assembled PCB come in a
wide range of sizes, colors, shapes and uniqueness.
These variations seems to be the major bottleneck in
most of the existing defect detection techniques.

Variations in the type of defects present on a
PCB assembly and the numerous fabrication technol-
ogy of electronic components have made development
of AVI systems a challenging issue in the last few
decades. In the development of such systems, sev-
eral studies [6] [7] has outlined missing components
as one of the top five common defects and the need
for AVI systems to have suitable algorithms to detect
these defects. It has been found in these studies that
20% of defects were missing electronic components,
missing ball grid arrays (BGA) was at at 5% and miss-
ing in-chip devices were at 11%. This concern lead [8]
to address the detection of missing and misalignment
of components in their work. The technique applied
in this work was pixel frequency summation of gray

WSEAS TRANSACTIONS on 
INFORMATION SCIENCE and APPLICATIONS K. Sundaraj

ISSN: 1790-0832 778 Issue 5, Volume 6, May 2009



scale values. This method was found to be reason-
ably effective if inspection was done specifically for
a single type and a fixed color component. Unfortu-
nately, PCB components come in a varying range of
colors and types. This condition was overlooked in
their work causing high false call rates. As a rem-
edy, [9] developed a PCB assembly inspection system
employing color image processing with multi-lighting
that switches the type of lighting in accordance with
the type of inspection. This method would not be
feasible in a high-volume manufacturing line, given
that their time for inspecting a single mounted part
to be around 40ms. A typical PCB assembly has ap-
proximately 800 to 1200 components, which would
take an average of about 40s for the complete inspec-
tion of mounting parts. This does not include inspec-
tions of joint, wrong part, wrong polarity, etc. In their
work also, the varying PCB background and compo-
nent colors were not discussed. Using a colored slit
to detect missing components is suitable for a spe-
cific component with constant color. It is not suitable
for multiple components with a wide range of vary-
ing colors. [10] used thresholding to create a binary
image to detect missing and misaligned components.
But static thresholding was found to be unsuitable in
dynamic environments. This method invited higher
false call rates for the increasingly complex and dense
PCB assemblies with varying component colors. Sur-
face defects was analyzed using principle component
analysis of images in [11] and a hardware optimized
image processing algorithms which can be used in a
PCB inspection industry is proposed in [12].

To the best of our knowledge, within the semi-
conductor industry, automated non-contact inspection
of PCB assemblies using image processing techniques
has not been done using color background subtraction.
In this paper, we present the feasibility of such a pro-
cedure to detect missing or misaligned components.

2 Background Subtraction
In many computer vision applications, identifying ob-
jects of interest in a 2D image is of paramount impor-
tance. A common approach to this problem is back-
ground subtraction. It basically consists of comparing
a current captured image with an estimated reference
image (with no objects of interest) and removing com-
mon areas. In order to do this, two aspects of image
processing are required; background modeling and
subtraction technique. During run-time, these aspects
are combined and performed by the background sub-
traction algorithm. However, in many applications,
the occurrence of a static background is very rare, at
least from the camera sensors point of view. Hence,

background subtraction algorithms should be flexible
to the following dynamic situations:

• Illumination changes that are gradual or sudden,

• Motion changes that are internal or external,

• Geometry changes that are intentional or unin-
tentional.

These types of dynamic situations are also present in
a visual system used for PCB inspection. In such a
system, illumination is generally provided by a fixed
light source. A camera then zooms in and captures
various sections of the PCB assembly to be processed.
This can be done by either moving the PCB relative to
the camera or vice versa. But due to the fact that the
camera sensors are imperfect, the captured signals for
a fixed section of the PCB assembly vary over time;
meaning that they change from one PCB assembly
to another. Inspection conditions are also dynamic;
quality of lightings and surrounding surface reflec-
tivity degrade and becomes non-uniform over time.
These can cause variations in camera sensor readings.
Small vibrations due to the motion of the mountings
and stages will cause the image captured over time
to be displaced back-and-forth vertically and horizon-
tally by about 1 to 2 pixels. This may cause the cam-
era sensor readings to change intermittently. In some
case, the components in a PCB assembly may not be
missing or misaligned, but merely not in the supposed
geometrical form; for example not round but slightly
ellipsoid or not straight but slightly curved. These sit-
uations must be considered in the development of a
background subtraction algorithm for PCB inspection.

The process of considering these changes in an
image is called background modeling. In this stage,
the changes that might occur a priori in an image is
mathematically modeled at various levels; pixel, re-
gions, temporal, etc. Once background modeling has
been completed, the result is normally stored as an
image called a background reference image. This ref-
erence image is then used during run-time, where the
current image is then subtracted from the reference
image to detect displaced, missing or new objects. De-
pending on the application, the background reference
image can be updated using information from each in-
coming frame during run-time or otherwise.

Several background subtraction algorithms have
been proposed in the recent literature. All of these
methods try to effectively estimate the background
model from the temporal sequence of the frames. One
of the simplest algorithms is frame differencing [13].
The current frame is subtracted from the previous
frame. This method was extended such that the ref-
erence frame is obtained by averaging a period of
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frames [14] [15] also known as median filtering. A
second extension applied a linear predictive filter to
the period of frames [16] [17]. A disadvantage of this
method is that the coefficients used (based on the sam-
ple covariance) needs to be estimated for each incom-
ing frame, which makes this method not suitable for
real-time operation. [18] and [19] proposed a solution
to this using a much higher level algorithm for remov-
ing background information from a video stream. A
further computationally improved technique was de-
veloped by [20] and it is reported that this method
is successfully applied in a traffic monitoring system
by [21]. In these types of time averaging algorithms,
the choice of temporal distance between frames be-
comes a tricky question. It depends on the size and
speed of the moving object. According to [22], back-
ground subtraction using time averaging algorithms,
at best, only tell where the motion is. Though this
is the simplest algorithm, it has many problems; inte-
rior pixels of a very slow-moving object are marked as
background (known as the aperture problem) and pix-
els behind the moving object are cast as foreground
(known as the ghost effect problem). Multi-model al-
gorithms were then developed to solve this shortcom-
ing. A parametric approach which uses a single Gaus-
sian distribution [23] or multiple Gaussian distribu-
tions (MoG) [24] [25] can be found in the literature.
Various improvements techniques like the Kalman fil-
ter to track the changes in illumination [26] [27], up-
dating of Gaussian distributions [28] [29], inclusion of
image gradient [30] and the modeling and detection
of shadows and highlights [31] [32] have been done
to improve the accuracy of background subtraction.
Non-parametric approaches have also been attempted
in [33] and [34]. These approaches use a kernel func-
tion to estimate the density function of the background
images.

3 Experimental Setup
In this work, a simple setup was made using a digi-
tal camera connected to a desktop computer as shown
in Fig. 1. The lighting for this setup was devised as
a circular shape taking the cue from most AVI sys-
tems in the industry. This shape reduces shadow ef-
fects and provides good nominal illumination for im-
age processing. The PCB was placed on a rigid optical
table. Alignments and right-angle determination was
made by using water levelers. The industrial camera
was placed overhead normal to the surface under test.
The digital CCD camera used was a Marlin FO33C
progressive scan with a macro zoom lens. It was how-
ever placed at a particular height to the surface under
test to give the required field of view (FOV). This was

to simulate an industry AVI system. The computer
used was a Pentium IV 1.8 GHz PC operating under
a Windows XP environment to capture and process
the incoming frames. The image processing software
was programmed using Microsoft Visual C++ 6.0. All
triggering and synchronizing of cameras were hard-
ware controlled. The lighting conditions in this setup
was however hand controlled. Given this setup, by
controlling the type of lighting and the type of cam-
era used, it is possible to perform a suitable test to
model the sensors of the camera that will be incorpo-
rated into a suitable mathematical model which can be
employed for the inspection of PCBs for the detection
of missing or misaligned components.

Figure 1: A simple image acquiring setup for PCBA
inspection.

4 Mathematical Model
The main techniques for background modeling can be
classified into two main categories; non-recursive and
recursive. Non-recursive techniques require a huge
storage space and hence do not seem to be an interest-
ing option. Hence, we opted for a recursive technique.
Within the various recursive techniques, we decided to
use the Mixture of Gaussian (MoG) method. This is
probably the most widely used technique. A density
function that is a combination of different Gaussian
components, each with mean intensity, standard devi-
ation and appropriate weights, is maintained for each
pixel. The reason for this choice can be understood
from an empirical point of view. During the tests of
the cameras used, the variation of the sensor readings
taken from the camera at each pixel was observed.
An example of this observation is shown in the his-
togram as seen in Fig. 2. From this histogram, we can
see that the variations can be modeled as a Gaussian
density function. More precisely, in this case, only a
single Gaussian function is required due to the single
peak. We note that, effectively this choice is a func-
tion of the sensor readings and this in turn is related
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to the chosen test environment and the type of cam-
era used. A second reason for this choice is related to
the cost function of PCB inspection. This depends on
the number of components, size of the board and the
type of components. In view of this, we believe that
a simple (low computational cost) but yet reasonable
accurate (low false calls) model is required to meet
the high-volume throughput expected in the PCB as-
sembly inspection industry. By considering all these
constraints, we believe that the MoG method should
perform well.

In the MoG technique, we first need to decide on
the components of the pixel vector which are going
to be observed. From the sensors of the camera, the
output vector at pixel level is as follows:

I = (R,G,B) (1)

which separates the red (R), green (G) and blue (B)
channels coded in a (8:8:8) ratio. Thus, we have 8
bits of color information for each of the three chan-
nels. This will become our vector which we will learn
by observation. The variation in the observed vectors
at pixel I , can be modeled separately by a mixture of
K Gaussians. The probability P then of a pixel I be-
longing to the background is given by:

P (I) =
K∑

i=1

ωi f( I, µi , Ci ) (2)

whereK denotes the number of Gaussian, µ the mean
value of the Gaussian and C the covariance matrix as-
sociated with this Gaussian. Since we have chosen a
single Gaussian to model the background, K = i =
ω = 1. This model is will be used to learn the input
vector from the camera sensors during run-time.

Having chosen a suitable mathematical model, we
can proceed to describe the background subtraction
process during run-time. We assume that all required
memory for image processing has been allocated suf-
ficiently. From equation (2), we can see that in order
to use a Gaussian density function, we need to ob-
tain the mean value µ and the covariance matrix C
for each pixel. In our implementation, this is done in
three stages. Each stage is outlined in the following
sections.

4.1 Background Learning
In this stage, for each section of a perfect PCB as-
sembly that is to be processed for missing or mis-
aligned components, we captureN continuous frames
for learning purposes. Let the observed vector at pixel
level be denoted as I . At pixel level, we store the num-
ber of samples n, the sum of the observed vector a and
the sum of the cross-product of the observed vector b.

(a)

(b)

(c)

Figure 2: The observed R, G and B values of a ran-
domly sampled pixel tabulated in a histogram.
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n =
N∑

i=1

1 (3)

a =
N∑

i=1

Ii (4)

b =
N∑

i=1

(Ii × IT
i ) (5)

This stage will be defined as the learning phase
and is necessary for initialization. From our experi-
ments, about 100 frames is necessary to sufficiently
learn the variations in the background. This corre-
sponds to about 3 to 4 seconds of initialization.

4.2 Parameter Estimation
At the end of the learning phase, the required variables
for the Gaussian model needs to be calculated. They
are the mean value µ, the covariance matrix C and the
inverse covariance matrix C−1. Each of these vari-
ables are computed at pixel level in a very efficient
manner using optimized codes. The inverse covari-
ance matrix is obtained from the inversion of the 3×3
C matrix.

µ =
a

n
(6)

C =
1
n

(b)− 1
n2

(a× aT ) (7)

C−1 = inv(C) (8)

4.3 Pixel Classification
Once the required variables of the model has been
calculated, for each predefined section of an incom-
ing PCB assembly, we can perform the discrimination
between background (BG) and foreground (FG). Let
us begin by expanding equation (2) in the case when
K = i = ω = 1.

P (I) = f( I, µ , C )

= ( 2π
K
2 ×

√
|C| )−1

× exp { (I − µ)T

× C−1 × (I − µ) } (9)

To compute this probability, it is not entirely nec-
essary to evaluate the whole expression. The first term
is a constant. Hence, the decision making process is
streamed down to the following:

P (I) = f{(I − µ)T × C−1 × (I − µ)} (10)

This expression is popularly known as the Maha-
lanobis Distance. To evaluate it, a threshold ε is used
to decide if a pixel belongs to the background (BG)
or foreground (FG). The determination of ε is done
empirically because this constant is dependent on the
camera, lighting, mounting setup and the type of PCB
being inspected.

P (I) = BG if (I − µ)T × C−1 × (I − µ) > ε

= FG otherwise (11)

These steps will enable us to decide if a pixel be-
longs to the background or otherwise. If a high per-
centage of pixels do not belong to the background, the
presence of a missing or misaligned component has
been detected. To illustrate this point, in the next sec-
tion, we will present the experimental results from our
prototype PCB assembly AVI system.

5 Experimental Results
A sample PCB assembly was used in our prototype
AVI experimental setup as shown in Fig. 1 with a
working distance of about 500mm and a lens magnifi-
cation scale of×3. The PCB assembly was ensured to
contain various components of different types, sizes,
colors and fittings. During the experiment, firstly,
the defect free PCB assembly was used in the learn-
ing process to obtain the reference background image.
This corresponds to capturing about 100 frames of the
PCB assembly board. A coaxial light source and lens
were used in the experimental setup to minimize dis-
tortion of the images. After the learning phase, a simi-
lar PCB but with defect characteristics such as missing
or misaligned components is mounted and its image
captured. We note here that the both the used PCBs
must be aligned in the same orientation with high ac-
curacy. It is for this reason we used an optical table
in our experiments. In the PCB inspection industry,
this is trivial and is achieved with the help of posi-
tioning lasers. The newly captured image is the sub-
tracted from the reference background image and the
result is a binary mask denoting foreground (FG) and
background (BG) pixels. A large presence of FG pix-
els will indicate some form of defect in the suspected
location. The results presented in this section is ar-
ranged in the following manner whereby the top most
image is the reference image that is used in the learn-
ing process, the center image is the captured image of
an incoming PCB assembly with some form of defect
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and finally the bottom most image in our results is the
processed image or the background subtracted image.

In the first experiment, as shown by the three im-
ages in Fig. 3, a capacitor was removed (missing
component). The proposed defect detection technique
has successfully identified the absence of this com-
ponent. The three images in Fig. 4, shows the re-
sults of the second experiment. The first image with
a perfect PCB assembly was learned. However, the
incoming PCB assembly (second image) had a miss-
ing IC. Again, the proposed defect detection technique
has successfully detected this absence. In the third
experiment, as shown by the three images in Fig. 5, a
capacitor was soldered in the wrong place (misaligned
component). In this case, the background subtraction
algorithm produced two white circular areas; the miss-
ing component and the misplaced component. In our
final experiment, as shown by the three images in Fig.
6, an IC was displaced in the incoming PCB assembly
to simulate a false soldering process. The result shows
that this defect has been successfully identified.

A study was done to quantify the error in the pro-
posed algorithm. In the case of missing components,
we manually quantified the pixels that belong to the
component from the defect PCB by counting the num-
ber of pixels of that particular component color and
by comparing with the number of FG pixels in the
background subtracted image. However, in the case of
misaligned components, we studied the misalignment
by comparing component pixel location (x, y) in the
reference image, defect image and FG pixels in the
background subtracted image of the PCB assembly.
The experiments were repeated about 20 times with
different lighting conditions and with different types
of electronic components. The average percentage of
error in the values obtained are tabulated in Table 1.

Table 1: Average error rate (%) in the conducted ex-
periments.

Experiment Error (%)
Missing Capacitor 7.4
Missing IC 5.6
Misaligned Capacitor 5.4
Misaligned IC 6.8

The results we have presented show that it is pos-
sible to find missing or misaligned component defects
using background subtraction. Although some error
is found in the results, a large number of FG pixels
(> 90%) indicate some form of defect in the PCB as-
sembly. In some cases, white noise can be present in
the subtracted image, but these are removed by chang-
ing the threshold or by improving lighting conditions.

(a)

(b)

(c)

Figure 3: Detecting missing capacitors using back-
ground subtraction.
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(a)

(b)

(c)

Figure 4: Detecting missing ICs using background
subtraction.

(a)

(b)

(c)

Figure 5: Detecting misaligned capacitors using back-
ground subtraction.
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(a)

(b)

(c)

Figure 6: Detecting misaligned ICs using background
subtraction.

6 Conclusion

We have presented the implementation details for a
prototype AVI system for missing or misaligned com-
ponents using color background subtraction. The ac-
curacy of our proposition is however hardware depen-
dent. A technologically advanced camera would prob-
ably give more reliable sensor readings as compared
to a normal industrial camera and a high resolution
camera would probably require lesser image sections
to be processed for a given PCB size. On the other
hand, the computational cost would be higher as com-
pared to the latter for a pixel-per-pixel algorithm.

The background reference model which is ob-
tained from the learning phase contributes to the ef-
ficiency of this defect detection technique. We have
kept this model as simple as possible. Again, we must
be cautious; in this technique, the algorithm can be
fed with information that might lead to wrong learning
or too little information leading to insufficient learn-
ing. A possible improvement is to update the learned
model with presumably correct new information. It
is not really clear if this suggestion will always work
well. Sometimes, the tendency of the snowball ef-
fect arises; learning wrong information may lead to
learning more wrong information and this should be
avoided at all cost. In another aspect, the input vector
to the learning phase plays a key role. The possibility
of other vector components such as disparity and tex-
ture have yet to be experimented exhaustively within
the context of PCB assembly inspection.

During our experiments, the proposed system was
able to operate at about 20Hz for an image size of
about 640 × 480 pixels. This image size is gener-
ally much bigger than the input images reported by
other authors. Although our algorithm is a pixel-by-
pixel based algorithm, we still managed to speed up
the entire process. Much of this is due to the op-
timized structures in the coding of the defect detec-
tion technique. However, we should note that more
computational operations would be carried out at fore-
ground (FG) pixels as compared to background (BG)
pixels. Hence, the system should theoretically run
much faster is a defect free environment.

This system also has its limitations. At the mo-
ment, we do not get satisfactory results if the com-
ponent has a color which is of the same color as the
PCB background (board color). But this problem can
be rectified in the PCB industry and electronic com-
ponent industry. It is well known that AVI service
providers dictate some form of color coding to elec-
tronic component manufacturers to avoid such prob-
lems. Hence in real life situations, matching color
problems can be avoided altogether.
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