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Abstract: - This paper presents a novel holistic technique for classifying Arabic handwritten text documents. 
The classification of Arabic handwritten documents is performed in several steps. First, the Arabic handwritten 
document images are segmented into words, and then each word is segmented into its connected parts. Second, 
several structural and statistical features are extracted from these connected parts and then combined to 
represent a word with one consolidated feature vector.  Finally, a generalized feedforward neural network is 
used to learn and classify the different styles/fonts into word classes, which are used to retrieve Arabic 
handwritten text documents.  The extraction of structural and statistical features from the individual connected 
parts as compared to the extraction of these features from the whole word improved the performance of the 
system.  
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1 Introduction 
Recently, automatic reading of handwritten text has 
become an important issue. This comes together 
with the increase use of pen-based interface devices. 
For example, pen-based personal digital assistants 
(PDA), replaced the whole keyboard with a pen by 
which all commands and data entries can be 
performed. Using this pen, data can be input by the 
user in the form of handwritten notes. To read the 
handwritten text offline, first the document is 
divided into its smallest units (characters/words). 
This first step is called segmentation and it is an 
essential step in the recognition process. Next these 
segmented units are uniquely represented by their 
features. Then, pattern recognition techniques are 
used to convert these small units into their 
equivalent ASCII text.  The recognition phase is an 
intermediate step between the input device (pen or 
tablet) and the storage device.  The importance of 
such systems is due to the increasing number of 
applications that utilize the Arabic handwritten text 
documents such as archiving documents and 
automatic reading of checks.  
     Arabic language is a widely used language as 
more than 1 billion people use Arabic in either their 
daily activities or religion-related activities.  Arabic 
characters are used to transcribe several languages 
such as Arabic, Farsi (Persian), and Urdu languages.  
Although recognition techniques for other languages 
such as Latin, Chinese, and Indian achieved high 
rates of recognition, these techniques cannot be 
directly applied to Arabic handwritten text due to 
the following characteristics of the Arabic text: (1) 

the cursive nature even in machine printed form, (2) 
letter shape is context sensitive, and (3) writing style 
variability from person to person. Furthermore, 
offline reading of Arabic text cannot utilize the 
essential temporal information of the text.  
Recognition of Arabic handwritten text has been 
considered by some researchers; however, 
recognizing handwritten words from images has 
only been successful in specific domains with 
limitations [1][2], especially for Arabic text.      
     Further, handwritten Arabic text recognition 
devices have low performance due to the 
characteristics of the Arabic language that are not 
found in the Latin languages such as: 
 
• Arabic has 28 letters and each letter can assume 

2 to 4 different forms depending on its position 
within the word.  For example, the letter “م “, 
reads as meem, has an isolated form which is 
  initial form at the beginning of the word  , ”م“
 or at the ”ـمـ“ in the middle of the word  ,”مـ“
end of the word “ـم”. 
 

• Arabic is a cursive type language which is 
written from right to left and the segmentation 
must follow this. 

 
• Words may have one or more connected parts. 

This adds another difficulty to the recognition 
process.  For example, the word “ آبةمر “ , reads 
as markabah, which means vehicle in Arabic, 
consists of two connected parts. 
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• Some characters may form a new ligature shape, 
which is a vertical stacking of two or more 
characters.  For example, the first two letters: “ل 
“ and “م “ in the word “لحم”, reads as laham, 
which means meat, are very difficult to separate. 

 
• Some of the scripts have loops in their structure.  

For example, the letters “ض“ and “ط “ . 
 
• Some characters have dots on the top, in the 

middle, and at the bottom such as the letters  
 .respectively ,“ ب“ and  “ج“ ,“ت“

 
• Some characters have diacritics, such as the 

letters “' َط“, “ ’ ط “  and “ ِط “, respectively. 
 
In this paper, a retrieval technique of Arabic 
handwritten text is presented. As mentioned above, 
classification of Arabic words is a very challenging 
step in the Arabic handwritten text recognition 
process.  For pen-based devices, such as tablet PCs 
and PDAs, notes are written using the device’s word 
processor software, saved instantly as an image, 
then later it will be classified and indexed by our 
proposed technique.  Our classification and retrieval 
technique is based on segmentation of Arabic 
handwritten documents into lines, then words, and 
then each word is segmented into its connected 
parts. Several features are extracted from these 
connected parts and then combined to represent the 
corresponding word with one consolidated feature 
vector.  Then, a generalized feedforward neural 
network is used to learn and classify the different 
styles/fonts into word classes, which are used to 
index and retrieve Arabic handwritten documents.  
     Existing text recognition systems can be 
classified into two major classes.  The first class of 
text recognition systems segments a word into its 
individual characters and then extracts features from 
these characters, such as [14] and [18], however this 
approach has not attained high accuracy in 
performance especially for Arabic text due to the 
difficulty of the character segmentation phase.  The 
second class of text recognition systems considers 
the word as the smallest unit and thus extracts 
global features from the word unit such as [7], [17] 
and [19], however the global features of a word 
usually lacks the peculiarities of characters and thus 
reduce the ability to distinguish between words.  In 
this paper, we segment the word into its connected 
parts, which is a process that is more accurate than 
character segmentation.  Features extract form these 
connected parts have more distinguishing power as 
compared with the features extracted from the word 
unit and at the same time we avoid the error-prone 

segmentation of the a word into its characters.  Our 
experiments confirm the feasibility of our approach 
to recognize and classify Arabic handwritten text. 
     In Section 2, we survey the related work to 
Arabic handwritten recognition and classification.  
Then, we explain our segmentation method in 
Section 3.  The feature extraction step is presented 
in Section 4.  Then, the classification method for 
Arabic handwritten words is presented in Section 5.  
In Section 6, we present our experiments.  Finally, 
we conclude the paper in Section 7. 
 
2 Related Work 
Variations in handwriting style have presented a 
challenge to the process of automation of 
transcribing handwritten text documents. Thus, 
handwritten text documents are transcribed by hand 
[3][4], which is tiring, time-consuming, and 
unreliable task. Reducing such manual work can be 
achieved by building an automatic word recognition 
system that segments the handwritten text document 
into its words.  Then, these words are grouped based 
on their features’ similarities into clusters, where 
each cluster contains a certain word [5][6].  Indices 
are constructed on these words (clusters) to facilitate 
easy access to handwritten documents.  Automatic 
approaches of general-domain handwriting 
recognition are difficult [1], however recognizing 
handwriting from images has only been successful 
in specific-domains with limitations [2]. 
Furthermore, traditional handwriting recognition 
approaches require very high accuracy in the feature 
extraction and recognition phases [7]. 
     Any recognition system must have two main 
stages [8].  The first stage is feature extraction, 
which extracts measurements from the input text 
data. The problem of extracting features from the 
input data is achieved by selecting information that 
is most relevant to the classification of words and 
able to discriminate between words.  The second 
stage is classification, which determines the class to 
which the input word belongs. 
     The feature extraction method used in character 
recognition systems is probably the most important 
phase in achieving good recognition rate [9]. There 
were several feature extraction approaches: 
statistical and structural.  Statistical features are 
derived from the statistical distribution of the pixels 
in the document image [10].  On the other hand, 
structural features describe the geometrical and 
topological characteristics of the text patterns [11]. 
     Although there have been several approaches to 
Arabic handwritten text segmentation, segmentation 
has not achieved a reasonable level of performance 
[13][14]. One of the reasons that off-line 
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segmentation of Arabic handwritten text has not 
achieved an acceptable level of performance is that 
essential temporal information is lost.  Therefore, in 
[15], the authors tried to restore the lost temporal 
information by finding a connection between the 
offline and online handwriting. The other reasons 
for low performance of segmentation of Arabic 
handwritten text are due to the characteristics of the 
Arabic language that are not found in the Latin 
languages, which we discussed in the previous 
section. 
     A neural network, or any machine learning 
technique, is used to classify the extracted features.  
These neural network techniques are robust to 
differences in handwriting style and can 
accommodate new word shapes [12].  To build an 
application for handwritten text, all phases of the 
automated handwritten recognition system should 
be designed carefully and precisely because of the 
variability and complexity of the problem [8]. 
 
3 Arabic Handwriting Segmentation 
     Segmentation of Arabic handwriting is very 
challenging because of the fact that words in Arabic 
may have several connected parts (sub-words), 
which are separated by spaces. Moreover, Arabic 
words have the characteristics of cursive nature, the 
variability of letter shapes, and overlapping between 
neighboring words or connected parts. The 
technique used in this paper is based on our 
observation of the histograms of the lines of text in 
which inter-word spaces (between words) are 
normally larger than intra-word spaces (between 
connected parts).  In addition, our technique takes 
into account the peculiar characteristics of the 
Arabic handwriting. Thus, segmentation is 
performed in three steps: 
 

(a) Locating the lines of text. 
(b) Locating words in each line of text. 
(c) Locating connected parts in each word. 

 
     Our segmentation technique reads in a text image 
and then it segments the text image into lines.  Each 
line of text is segmented into words and then each 
word is segmented into its connected parts. A 
connected part is one or more letters connected 
together and they do not contain a space.  For 
example, the word مخالطة consists of two connected 
parts; “مخا” and “لطة”. 
 
 
 
 

3.1 Divide whole image to line images 
     To divide a document image into line images, a 
pre-processed document image is projected 
horizontally (see Figures 1 and 2) to create a 
horizontal histogram that represents the text density 
in the whole image. Then, the peaks of the 
horizontal histogram are detected, where the peaks 
represent the baselines.   The average between 
successive peaks’ indices is computed and the 
resulting value marks the border of a line.  This 
method is independent of sweeping direction.  That 
is the histogram is swept from left to right or from 
right to left.  The image to line segmentation 
algorithm is as follows: 
 
Algorithm: image to lines 
Input:  document binary image 
Output: linet images 
 
1. Project a document binary  image horizonally 

to create a binary histogram. 
2. detect  the  peaks  (baselines)  of  the 

histogram. 

3. compute  the  middle  points  between  every 
two successive peaks and mark these middle 
points as the line borders.   

 
3.2 Divide a line image to word images 
     In this step, a line image is divided into word 
images by locating the inter-word spaces (columns 
with white pixels), which separate the words.  
Therefore, a line image is vertically projected to 
create a vertical histogram representing the word 
density in the line image (see Figure 3). The resulted 
histogram will have some zero-value columns. 
These zero-value columns draw the boundaries 
between words or connected parts.  The word 
segmentation algorithm is as follows: 
 

 

 Figure 1: Arabic text 
document 

 

Figure 2: Horizontal 
projection of the 
document 
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Figure 3: vertical projection of a line of text 

 
 
 
 
Algorithm: Line to Words 
Input: line binary image 
Output: words' images 
 
1. Project  the  line  image  vertically  to  create  a 

binary histogram. 
2. Detect  the  zero‐value  columns  (ranges)  and 

store their beginning and ending indices. 
3. Compute and  store  the widths of  these  zero‐

value ranges.   
4. Compute a threshold width, τw, by computing 

the average between the  largest and smallest 
range.    Note  that  the  line’s  beginning  and 
ending range of spaces are removed from the 
list  of  ranges  since  a  text  can  end  at  the 
middle of a line (as in the end of a paragraph) 
or start after an indentation (as in the start of 
a paragraph). 

5. Compare τw to the detected ranges in the line 
image to detect the boundary of word images: 
a. If  τw  is  greater  than  the width  of  the 

detected  range,  then  this  range  is  an 
intra‐word spacing. 

b. Otherwise  the  range  is  an  inter‐word 
spacing and thus the word boundary  is 
declared 

 
3.3 Divide a word into connected parts 
     Similar to segmenting a line into words, in this 
step a word image is divided into connected parts by 
locating the intra-word spaces (columns with white 
pixels), which separate the connected parts.  
Therefore, a word image is vertically projected to 
create a vertical histogram representing the word 
density in the word image.  The word to connected 
parts segmentation algorithm is as follows: 
 
 
 
 
 
 

Algorithm: word to connected parts 
Input: word binary image 
Output: connected part images 
 
1. Project  a  word  image  vertically  to  create  a 

binary histogram. 
2. Detect the zero‐value columns (ranges). 
3. Divide the word image into connected parts at 

the zero‐value ranges. 
 
Figures 4 is an example of the connected parts 
segmentation and it shows the results of segmenting 
a word of  into its connected parts. 
 
 

 
 

Figure 4: Segmentation of a word into its connected 
parts. 

 
4 Feature Extraction 
     Our technique extracts several features from each 
connected part of a word.  Then, these feature 
vectors are combined to represent the corresponding 
word with one consolidated feature vector.  The 
images of the connected part extracted from Arabic 
text documents are of varying font, size and style. 
An effective representation of the connected part 
images will have to take care of these variations for 
successful searching and retrieval. Thus, we 
extracted two categories of features: structural (such 
as connected part upper/lower profile and projection 
profile) and statistical (such as punctuation count 
and ration between punctuation and main connect 
part). 
 
o Structural Features 

 Projection profile 
 Upper profile 
 Lower profile 

o Statistical Features 
 Punctuation count 
 Ratio between punctuation and main 

connect part 
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Figure 5: extraction of the connected part feature 

vector  
 
     The images of the connected part, which are 
binary images, are inputted into the Feature 
Extraction process, feature vectors that contain the 
structural and statistical features of the individual 
connected parts are produced, and then these feature 
vectors are combined into one consolidated feature 
vector that represents the corresponding word as 
shown in Figure 5. 
 
 
 4.1 Structural Features 
     The Projection profile captures the distribution of 
ink along one of the two dimensions in a connected-
part image, while the upper and lower profiles 
capture part of the outlining shape of a connected 
part.  To reduce the number of extracted feature 
values of this feature, we quantized the projection 
histrogram of a connected part by grouping 
neighboring columns and computing their average.  
So, each connected part is represented by a fixed 
number of groups.   In our experiment, we used the 
group size, g, of 10  to represent each connected 
part. 
 
4.1.1 Projection Profile 
     The projection profile feature captures the 
distribution of ink along one of the two dimensions 
in a word image.  A vertical projection profile is 
computed by summing the intensity values in each 
connected part image column separately as follows: 
 

∑
=

−=
H

h
crIcIPp

1
),(255),(                (1) 

 
Algorithm: Projection Profile 
Input: connected part binary image 
Output:  feature  vector,  F,  representing  projection 
profile 

 
1. read the image into a two‐dimensional array. 
2. Divide the width into g groups of columns. 
3. for each group compute: 

∑
=

−=
H

h
crIcIPp

1
),(255),(
 

a. Get  the  ratio of  the number of black  to 
white pixels. 

b. Store the values of step (a) in vector F. 
 
4.1.2 Upper & Lower Profiles 
     The upper and lower profiles capture part of the 
outlining shape of a connected part. Upper (or, 
Lower) connected part profile is computed by 
measure the distance (pixel count) of each group 
from the top (or, bottom) of the bounding box of the 
connected part to the closest ink pixel in that group. 
 
Algorithm: Upper (or, Lower) Profile 
Input: connected part binary image 
Output:  feature  vector,  F,  representing  upper  (or, 
lower) profile 
 
1. Read the image into a two‐dimensional array. 
2. Divide the width into g groups of columns. 
3. for each group  

a. compute  the  distance  from  the  top  (or, 
bottom)  of  the  bounding  box  of  the 
connected part to the closest  ink pixel  in 
that  group  by  counting  the  number  of 
white pixels. 

b. Get  the  ratio of distance  to  the number 
of black pixels of each group . 

c. Store the values of step b in vector F. 
 
4.2 Statistical Features 
     The Punctuation count feature distinguishes 
words by their punctuations, while the Ratio 
between punctuation and the main connected part 
feature captures the differences between 
punctuations. 
 
4.2.1 Punctuation Count 
     This feature determines the number of 
punctuations above and below the baseline of the 
connected part.  First, the algorithm finds the main, 
usually the biggest, connected part and removes it 
(see Figure 6a and 6b).  The main connected part is 
usually positioned in the center line (baseline) and 
punctuations are above or below it. Then,  the 
algorithm counts the number of punctuations above 
the baseline by projecting all connected parts above 
the baseline vertically and counting the number of 
peaks which will be equal to the number of 
puctuations above the baseline.  Similarly, all the 
connected parts below the baseline are projected 
vertically and the number of peaks are counted 
which are equal to the number of punctuations 
below the baseline. 
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Algorithm: Punctuation Count 
Input: connected part binary image 
Output: feature vector, F, representing punctuation 
count  above  the  baseline  and  punctuation  count 
below the baseline 
 
1. Remove the main connected part. 
2. Determine the baseline. 
3. Split  the  image  at  the  baseline  into  two 

images.  
4. For each of the two  images resulted from the 

previous step: 
a. Project the image vertically. 
b. Count  number  of  peaks  in  the  vertical 

projection. 
 
 
 

 

(a) 

 

(b). 

Figure 6:  (a) original word, and (b) after removing 
the main connected part. 

 
 
4.2.2 Ratio between punctuations and main 
connect part 
     Connected part punctuation/skeleton ratio  
feature finds the ratio between each punctuation and 
the main connected part. The purpose is to 
distinguish connected parts that have the same main 
part or skeleton but different punctuations, such as 
  .آبت and آتب
 
Algorithm: Punctuation Ratio 
Input: connected part binary image 
Output:  feature  vector,  F,  representing  ratios 
between punctuations and main connected part 
 
1. Calculate the width of main connected part. 
2. Calculate the widths of each of the remaining 

connected parts (punctuations). 
3. for each punctuation,  

a. Compute the ratio between its width and 
the width of the main connected part. 

 
 

5 Classification by Neural Network 
     For each segmented word image, the output of 
the feature extraction phase is a number of feature 
vectors that is equal to the number of connected 
parts. An Arabic word may contain one or more 
connected parts. In the domain of our dataset, the 
number of connected parts in a single word is 
between one and five.  The combined feature 
vectors of the connected parts, Fww's,  of a word is the 
input to the neural network and the class to which 
the word belongs is the output. 
     The neural network is trained using a training 
dataset of feature vectors extracted from the 
segmented words where each segmented word 
consists of several connected parts. Although, 
Arabic words have different numbers of connected 
parts, our technique uses a fixed-size input feature 
vector for the neural network.  The size of the input 
feature vector Fww of a word  is the sum of the sizes 
of individual connected part's feature vectors, Fccpp.   
For example, the word مخالطة consists of two 
connected parts, “مخا” and “لطة”; therefore, this 
word is represented by the feature vector  Fمخالطة = 
(Fمخا, F0,0,0, لطة).  
     The size of each connected part's feature vector 
is the sum of its extracted features (F1 10 + F2 

10 + F3 10 + F4 2 + F5 10 = 42).  Thus, 
Each Fccpp consists of 42 values.  As shown in Figure 
7, the input to the neural network is the feature 
vector Fww = Fcp1+ Fcp2+,…,+Fcp5.  For example, the 
word مخالطة will be input to the neural network as   
Fمخالطة (F1 = 42 values, F2=42 values, 0, 0, 0). The output of 
the neural network will be the class that represents 
the input word.  Note, that  Fمخالطة contains the values 
of two connected parts and then zeros are padded in 
place of the other three connected parts. 
      In this system, the generalized feedforward of 
MLP neural network [16] is used to classify the 
input feature vectors.   Generalized feedforward 
networks are a generalization of the MLP such that 
connections can jump over one or more layers. The 
user simply specify the number of layers, and the 
system constructs a MLP in which each layer feeds 
forward to all subsequent layers. In theory, a MLP 
can solve any problem that a generalized 
feedfoward network can solve. In practice, however, 
generalized feedforward networks often solve the 
problem much more efficiently. 
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Figure 7:  Classification of word's feature vectors 

 
     Our neural network contains three layers, 
namely, input, output and hidden layers. In the 
training dataset, every word is written in 10 
different styles by 10 different human subjects and 
thus there are 10 feature vectors for every word.   
The neural network is trained with 5 different styles 
of every word in the training dataset.  As a result of 
the training phase, classes are generated where each 
class contains feature vectors of the same word.  In 
other words, a class contains similar feature vectors.  
A representative feature vector represents each 
class.  New words will be classified based on their 
similarity to the representative feature vectors.  The 
input layer of the neural network consists of 210 
nodes (size of the feature vector of a word) and the 
output layer consists of 1100 nodes (bigger than the 
number of words in the used database domain).  
Each output node represents a class (a word). 
5 Experiments 
     The experiments were performed on a personal 
Arabic handwritten text documents. We asked 10 
different human subjects to write sample documents 
in their own handwriting styles.  The documents 
have been chosen from an Arabic book entitled “A 
journey in the galaxies' history”" رحلة في تاريخ
-then these documents were scanned, pre ,"المجرات
processed, segmented into lines, words and 
connected parts, and then the feature vectors were 
extracted. 
     We noticed that for personal writing (everyday 
writing by individuals) or writing by using pen-
based devices, users tend to leave larger spaces 
between words (inter-word spaces) than those 
between  the connected parts of a word (intra-word 
spaces).  As seen from the result of our experiments, 
our segmentation algorithm is robust to different 
styles of personal Arabic handwriting (see Tables 
1).  The computed  accuracy evaluation is based on 
the following equation: 
 

w

cw

T
S

Accuracy =           (2) 

 

      Where Scw is the number of correctly segmented 
lines, words, or connected parts and Tw is the total 
number of lines, words, or connected parts, 
respectively, in the documents.   
 
 
Table 1: Segmentation results of each document 
images to line images, line images to word images, 
and word images to connected parts images 

Average Accuracy 
Document 

No. Document 
to lines 

Lines to 
words 

Word to 
connected 

parts 
Doc1 100% 100% 100% 

Doc2 100% 90% 92% 

Doc3 100% 100% 100% 

Doc4 100% 100% 100% 

Doc5 100% 100% 100% 

Doc6 100% 100% 98.6% 

Doc7 100% 100% 100% 

Doc8 100% 100% 100% 

Doc9 100% 100% 100% 

Doc10 100% 100% 95.3% 
 
     Table 1 shows the results of segmentation.  The 
average segmentation accuracies shown in Table 1 
are computed over all 10 different writing styles.  
As seen from Table 1, the results are very 
encouraging for personal Arabic handwriting.  For 
the document to lines segmentation, the problem is 
easy since the lines are well separated and thus our 
algorithm can easily detect the line borders. For the 
line to words segmentation in  Doc2 (see Table 1), 
some words overlap with each other, or touch each 
other, in some writing styles, which is reduces the 
ability to distinguish between intra-word and inter-
word spacing.  For the word to connected parts 
segmentation,  the characters of a word are 
disconnected in some places where they should not 
be disconnected due to the handwriting style of that 
individual (see Figure 8). Such situations may affect 
the overall result significantly and result in over-
segmentation.  On the other hand, some connected 
parts of a word may overlap which results in under-
segmentation.  Such over-segmentation and under-
segmentation are clearly noticed in documents 2, 6 
and 10. 
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(a) 

 

(b) 

Figure 8: (a) Word contains discontinuities, (b) 
Same word without discontinuities  

 
     We divided the collected dataset into two 
subsets; the first subset contains five different 
writing styles, which are written by 5 different 
human subjects, and the second subset contains the 
other 5 writing styles.  The documents in the first 
subset were used to train the network and the 
documents of the second subset were used to test 
our technique.  The documents of the second subset 
were classified by the neural network and the 
accuracy was computed according to Equation 1.  
The Average accuracies shown in Table 2 were 
computed over the all the words in each writing 
style, where each writing style consists of 50 
different words 
     We compared the classification accuracy of our 
technique in which we represent a word by the 
combined feature vector of the feature vectors its 
individual connected parts with the common holistic 
technique that represents a word by a feature vector 
without dividing the word into smaller units.  As 
shown in Table 2, the average accuracies of 
classification using our technique are higher that 
those of the holistic technique for all the tested 
writing styles.  We can conclude that our technique 
improved the classification of Arabic handwritten 
words and it is robust to different styles of personal 
Arabic handwriting. We compared the classification 
accuracy of our technique in which we represent a 
word by the combined feature vector of the feature 
vectors its individual connected parts with the 
common holistic technique that represents a word 
by a feature vector without dividing the word into 
smaller units.  As shown in Table 2, the average 
accuracies of classification using our technique are 
higher that those of the holistic technique for all the 
tested writing styles.  We can conclude that our 
technique improved the classification of Arabic 
handwritten words and it is robust to different styles 
of personal Arabic handwriting. 
 
 
 
 

Table 2 : Accuracy of the tested 5 writing styles 

Style sample 

Average 
Accuracy of 
classification 

with 
connected 

parts 

Average 
Accuracy of 
classification 
with whole 

words 

Writing Style 6 98% 90 % 

Writing Style 7 100 % 90  % 

Writing Style 8 95 % 92 % 

Writing Style 9 96% 88 % 

Writing Style 10 91% 80 % 
 
     Table 3 shows the output of two input words, 
where one input word, المجرة , has perfect match 
from all five writing styles and the other input word, 
 has one mismatch from a similar word. The ,المنظر
left column shows the input word to the system, 
needless to say that the input is the feature vector 
that represents this word but we include the image 
of the word in this table for clarification. The middle 
column shows the matching words to the input 
word. The right column shows the index value of 
each output word. 
 
 
5 Conclusion 
     In this paper, we presented a technique to 
classify Arabic handwritten documents.  The 
technique utilizes the density distribution of Arabic 
handwritten text to find the boundaries between 
lines, words and connected parts.  Then several 
features that capture the peculiarities of Arabic 
handwriting, such as the dots and diacritics, were 
extracted from these connected parts to represent 
their corresponding words.  As seen from the result 
of our experiments, our technique is robust to 
different styles of Arabic handwriting. Although the 
proposed system is applied to Arabic handwritten 
documents, it can be adapted to other languages' 
handwriting auch as Latin. 
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Table 3 : The system output of two words “Al 

Manthar, المنظر” and “Al Majarah, المجرة” 

Input word NN output 
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