
Semantic Approach to Knowledge Processing 
 

MLADEN STANOJEVIĆ, SANJA VRANEŠ 
The Mihailo Pupin Institute 
Volgina 15, 11060 Belgrade 

SERBIA 
Mladen.Stanojevic@institutepupin.com    http://www.institutepupin.com 

 
 

Abstract: The processing of semantic information requires the adequate knowledge representation and ability 
to interpret semantically related knowledge. The majority of present day approaches to knowledge 
representation and processing are based on symbolic approach, i.e. on describing the meaning of represented 
domain knowledge and procedural knowledge used to process this domain knowledge. Hierarchical Semantic 
Form (HSF) implements the semantic approach to semantic knowledge representation and processing, which 
is not based on naming as a means to describe the meaning of the knowledge, but on semantic contexts that 
enable an implicit way to define the meaning of represented knowledge, and on simple and complex semantic 
categories used to interpret the semantics of represented knowledge. HSF facilitates the automatic translation 
of knowledge expressed in natural language into structured form and vice versa with no loss of information 
and its processing including natural language understanding, semantic search and question answering. 
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1   Introduction 
The predominant strategy in all existing knowledge 
processing techniques is based on the symbolic 
approach, which was introduced by the advent of 
first high-level programming languages. In this 
approach the information is represented using 
symbols, i.e. named variables and their values, and 
then processed by the computer program to provide 
the needed results. 
     Symbolic knowledge consists of independent 
symbols, which are then combined to produce the 
values of resulting symbols, while in semantic 
knowledge data are mutually related, where the 
processing of these data requires finding and 
searching the relationships between them. To 
support the representation of semantic knowledge, 
symbols become more complex by enabling the 
representation of internal structure (table-fields, 
class-attributes) and external structure (named 
relations). However, the essence of symbolic 
approach is still preserved, because names are used 
to explicitly define the meaning of represented 
knowledge. 
     The existing knowledge representation 
techniques, be they classical (e.g. relational [1] and 
object-oriented [2]) databases), AI techniques [3], 
[4] (e.g. logic formalism, semantic nets, conceptual 
dependencies, frames, scripts, rules, etc.), 
possibilistic approach based on Bayesian Networks 
[5], Semantic Web ontology and schema languages 
[6] (e.g. XOL [7], SHOE [8], OML [9], RDFS [10], 

DAML+OIL [11], OWL [12]), or distributed 
approach of the connectionist model, are all based 
on the symbolic approach. In these techniques, the 
meaning of the represented knowledge is described 
by a human expert through a designing process, 
whereby this process cannot be in any way 
automated. An example of application of symbolic 
approach to question answering can be found in 
[13]. 
     In pure semantic approach to knowledge 
representation, names are not used to explicitly 
describe the meaning of represented knowledge, but 
semantic contexts [14]. These semantic contexts, 
which provide an implicit way to define the meaning 
of represented knowledge, are then interpreted using 
simple and complex semantic categories to 
determine their meaning.  
     One implementation of pure semantic approach 
to knowledge representation is represented by 
Hierarchical Temporal Memory (HTM) [15], while 
another solution [16] relies on the Hopfield-like 
neural networks. 
     Hierarchical Semantic Form (HSF) [14], [17], 
represents a modification of localist approach [18] 
and provides support for semantic approach to 
semantic knowledge representation and processing. 
The implementation of HSF described in [14] was a 
hybrid solution, where semantic approach was used 
in knowledge representation, while symbolic 
approach was used in knowledge processing [19]. In 
[17] a solution based on pure semantic approach has 

WSEAS TRANSACTIONS on
INFORMATION SCIENCE & APPLICATIONS

Mladen Stanojević, Sanja Vraneš

ISSN: 1790-0832 Issue 6, Volume 5, June 2008913



been outlined and in this paper, some more 
information about applying semantic approach to 
knowledge processing will be given, by defining the 
states of HSF nodes and signals exchanged between 
nodes. 
 

2   HSF Nodes 
There are four types of HSF nodes [12]: specific 
groups, specific links, generic groups and generic 
links (Fig. 1). 

 
Fig. 1. HSF nodes 

 
 
     The specific group node designates characters, a 
group of characters, words, a group of words, 
sentences, etc. Except at the lowest level, where 
groups represent single characters, this data 
abstraction is used to represent sequences (semantic 
contexts) at different levels of hierarchy. One group 
can appear in different semantic contexts, so it can 
have many associated semantic links (for each 
context – one link). 
      The specific link node enables the creation of 
semantic contexts at different hierarchy levels 
(sequences of characters, words, group of words, 
sentences, etc.). The main role of specific links is to 
represent language categories (groups) in different 
semantic contexts.  
     The generic group node is used in HSF to 
represent a semantic category, whereby simple 
semantic categories generalize words, while 
complex semantic structures generalize complex 
language structures (phrases, statements, paragraphs, 
etc.) and corresponding semantic categories. 
     The generic link node enables the representation 
of semantic contexts comprised of semantic 

categories. Together with generic groups, they 
support the generalized structures corresponding to 
all language structures 
     If we would like to apply HSF to represent the 
following sentences: 
 

John is a boy. 
Mary is a girl. 
John loves Mary. 

 
we would have first to feed single words to HSF: 
“John”, “Mary”, “is”, “boy”, “girl”, “loves” (Fig. 2). 
     We can then feed the whole sentences to HSF 
and it will be modified correspondingly, by 
identifying and representing all semantic 
relationships between words (Fig. 3). It notices that 
the phrase “is a” occurring in the first statement is 
repeated in the second one, so it will create a new 
group representing this phrase. Each word and 
phrase “is a” is uniquely represented in HSF and for 
each statement they appear in, the corresponding 
link is created. 
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Fig. 2. Representation of single words in HSF 
 
 

 
 

Fig. 3. Representation of statements in HSF 
 
The main difference between HSF and declarative 
techniques is that no names are used (groups in Fig. 
2 are not named) and no designing is needed to get 
the representation in HSF. HSF automatically 
creates the HSF structure from plain text. However, 
a computer is still not able to understand the 
meaning of knowledge represented by HSF. 
 

3   States and Signals 
In HSF each group and link can be in one of the four 
states (Table 1): inactive, semi-active, excited and 
active. 
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Table 1. Types of states 
State Indication 

inactive 0 
semi-active ½ 
excited ¾ 
active 1 

 
     There are also seven types of signals that can be 
exchanged between links and groups (Table 2): 
reset, relaxed, inhibitory, no signal, semi-active, 
excited and active. 
 
Table 2. Types of signals 

Signal Indication 
reset -1 
relaxed -¾ 
inhibitory -½ 
no signal 0 
semi-active ½ 
excited ¾ 
active 1 

 
     A specific link can receive a signal from previous 
link, generic group and attached specific group and 
it can send a signal to generic group, specific group 
and next links (Fig. 4). 

 
Fig. 4. Input and output signals for specific link 
 
     In Table 3 are given the combinations of input 
signals, state transitions and output signals for of 
input signals that cause the state transition of The 
last changed input signals are marked by ‘*’. 

 
Table 3. Input signals, state transitions and output signals for specific links 

Input Signals State Transitions Output signals 
Prev. 
Link 

Spec. 
Group 

Gen. 
Group 

Prev. 
State 

New 
State 

Next 
Links 

Spec. 
Group 

Gen. 
Group 

*½, 1 0, ½ 0, ½ 0 ½ ½ 0 0 
*½, 1 0, ½ 1 ½ 0 -½ 0 0 
½, 1 0, ½ *1 ½ 0 -½ 0 0 

*½ 1 1 1 1 1 0 0 
0 *½ 0, ½, 1 0 ½ ½ ½ ½ 

½, 1 *½ 0, ½, 1 ½ ½ 0 ½ ½ 
0, ½ *1 0, ½, 1 0, ½ 1 ½ 1 1 

1 *1 0, ½, 1 0, ½ 1 1 1 1 
*1 1 0, ½, 1 0, ½ 1 1 0 0 
*¾ ½ ½ ½ ½ 0 ¾ 0 
*¾ 1 1 1 1 ¾ 0 0 

½, ¾, 1 *¾ ½, ¾ ½ ¾ ¾ 0 ¾ 
½, 1 ½ *¾ ½ ½ 0 ¾ 0 
*-½ 0, ½, 1 0, ½, 1 ½, 1 0 -½ 0 0 

¾ ¾ *-¾ ¾ ¾ 0 -¾ 0 
*-¾ ¾ ¾ ¾ ¾ 0 -¾ 0 
*-¾ 1 1 1 1 -¾ 0 0 
0, ¾ *-¾ -¾, ¾ ¾ 0 -¾ 0 -¾ 
*-1 0, ½, 1 0, ½, 1 ½, 1 0 -1 -1 -1 

0, ½, 1 *-1 0, ½, 1 ½, 1 0 -1 -1 -1 
0, ½, 1 0, ½, 1 *-1 ½, 1 0 -1 -1 -1 

 

previous link 
next links 

generic group 

specific group 
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     A generic link can receive a signal from previous 
link and attached specific group, and it can send a 
signal to specific group and next links (Fig. 5). 
     In Table 4 are given the combinations of input 
signals, state transitions and output signals for 
generic links. 
     A specific group can receive a signal from the 
attached specific links and from the last link, and 
can generate a signal for the first link and for the 
attached specific links (Fig. 6). 
 

 
Fig. 5. Input and output signals for generic link 

Table 4. Input signals, state transitions and output signals for generic links 
Input Signals State Transitions Output signal 

Prev. 
Link 

L.G. 
Group 

U.G. 
Group 

Prev. 
State 

New 
State 

Next 
Links 

L.G. 
Group 

U.G. 
Group 

*½, 1 0, ½ 0, ½ 0 ½ ½ 0 0 
*½, 1 0, ½ 1 ½ 0 -½ 0 0 
*½, 1 0 0, ½ 0 ½ ½ 0 0 
*½, 1 0 1 ½ 0 -½ 0 0 

*1 ½ ½ ½ ½ 0 ¾ 0 
*½, 1 0, ½ 1 ½ 0 -½ 0 0 
½, 1 0, ½ *1 ½ 0 -½ 0 0 

*½ 1 1 1 1 1 0 0 
0 *½ 0, ½, 1 0 ½ ½ ½ ½ 

½, 1 *½ 0, ½, 1 ½ ½ 0 ½ ½ 
0, ½ *1 0, ½, 1 0, ½ 1 ½ 1 1 

1 *1 0, ½, 1 0, ½ 1 1 1 1 
*1 1 0, ½, 1 0, ½ 1 1 0 0 
*¾ ½ ½ ½ ½ 0 ¾ 0 
*¾ 1 1 1 1 ¾ 0 0 

½, ¾, 1 *¾ ½, ¾ ½ ¾ ¾ 0 ¾ 
½, 1 ½ *¾ ½ ½ 0 ¾ 0 
*-½ 0, ½, 1 0, ½, 1 ½, 1 0 -½ 0 0 

¾ ¾ *-¾ ¾ ¾ 0 -¾ 0 
*-¾ ¾ ¾ ¾ ¾ 0 -¾ 0 
*-¾ 1 1 1 1 -¾ 0 0 
0, ¾ *-¾ -¾, ¾ ¾ 0 -¾ 0 -¾ 
*-1 0, ½, 1 0, ½, 1 ½, 1 0 -1 -1 -1 

0, ½, 1 *-1 0, ½, 1 ½, 1 0 -1 -1 -1 
½, 1 0, ½, 1 *-1 ½, 1 0 -1 -1 -1 

 

 
Fig. 6. Input and output signals for specific group 
 
     In Table 5 are given the combinations of input 
signals, state transitions and output signals for 
specific groups. 

     A generic group can receive a signal from the 
attached generic and specific links, and can generate 
a signal for the attached generic and specific links 
(Fig. 7). In Table 6 are given the combinations of 
input signals, state transitions and output signals for 
generic groups. 

 
Fig. 7. Input and output signals for generic group 
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Table 5. Input signals, state transitions and output signals for specific groups 

Input Signals State Transitions Output signal 
Spec. Link Last Link Prev. State New State First Link Spec. Links 

*¾ ½ ½ ½ ¾ 0 
¾ *¾ ½ ¾ 0 ¾ 

0, ½ *½ 0 ½ ½ ½ 
0, ½ *1 0, ½ 1 1 1 
½, 1 *-½ ½, 1 0 -½ -½ 
*-¾ ¾ ¾ ¾ -¾ 0 

-¾ *-¾ ¾ 0 0 -¾ 
*-1 ½, 1 ½, 1 0 -1 -1 

 
Table 6. Input signals, state transitions and output signals for generic groups 

Input Signals State Transitions Output signal 
Spec. 
Link 

Last 
Link 

Gen. 
Link 

Prev. 
State 

New 
State 

First 
Link 

Gen. 
Links 

Spec. 
Links 

*1 0, ½ 0, ½ 0, ½ 1 1 1 1 
0, ½ *1 0, ½ 0, ½ 1 0 1 1 

*½ 0, ½ 0, ½ 0 ½ ½ ½ ½ 
½ ½ *¾ ½ ½ ¾ 0 ¾ 

*¾ ½, ¾ ¾ ½ ¾ 0 ¾ 0 
¾ ¾ *-¾ ¾ ¾ 0 0 -¾ 

*-¾ (½) ¾ -¾ ¾ ½ ½ -¾ 0 
*-¾ (0) ¾ -¾ ¾ 0 -¾ -¾ 0 

-1 0, ½, 1 0, ½, 1 ½, 1 0 -1 -1 -1 
0, ½, 1 -1 0, ½, 1 ½, 1 0 -1 -1 -1 
0, ½, 1 0, ½, 1 -1 ½, 1 0 -1 -1 -1 

 
     Query answering represents the most complex 
kind of semantic processing, which includes natural 
language processing and semantic search. In HSF it 
is performed in four phases: 
 
1. Matching. In this phase, words and phrases 

from the query are matched with the 
corresponding semantic categories. These 
semantic categories constitute the complex 
semantic category standing for the general form 
of the query, but also represent parts of general 
form of the answer. At the same time as the 
query is matched against the complex semantic 
category representing general query form, 
statements representing potential answers to this 
query are also identified. The states of the 
matched semantic category corresponding to 
general query form will be set to active and the 
states of statements representing potential 
answers will be set to semi-active. 

2. Excitation. If the complex semantic category 
representing the general query form is matched 
against the query, the excitation phase will start. 
The complex semantic category representing the 
general answer form is only partially matched 
and the constituting semantic categories that are 
still not matched will, in this phase, be matched 

with words and phrases from the statements 
identified in the matching phase as potential 
answers. In the excitation phase the first answer 
to the query will be selected and the state of 
statements representing this answer will be set 
to excited. 

3. Relaxation. In the relaxation phase statements 
in the excited state will be relaxed, i.e. their 
state will be set to inactive. During this phase, 
statements that are relaxed can be presented as 
an answer to the query. If there are some other 
answers, they will be identified in the repeated 
excitation phase. Excitation and relaxation 
phases will be repeated as many times as there 
are valid answer to the query. 

4. Resetting. If there are no more valid answers, 
the states of all nodes in HSF will be set to 
inactive in the resetting phase. 

 
 
4   Example 
To illustrate the use of HSF in semantic knowledge 
processing, we will take a simple example. To 
enable HSF to understand a question “Who does 
John love?”, we would have to define the following 
semantic categories: <interrogative-pronoun> 
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(“who”), <present-tense-do> (“does”), <emotional-
relationship> (“love”). 
     When we have defined these semantic categories, 
we can feed the question “Who does John love?” to 

HSF and the corresponding representation will be 
created (Fig. 8). 

 
 

Fig. 8. Complex semantic category 
 

     In the process of understanding this query, HSF 
acts as a recurrent neural network. After the word 
“Who” is matched and the signals are propagated 
through the HSF, nodes and connections will be in 
the state as represented in Fig. 9. The generic group 
representing the complex semantic category will be 
in the semi-active state indicating that this group 
may potentially become active if the expected input 
is fed to HSF. The same holds for the specific group 
that represents the whole question. 
     After the whole question is fed, all nodes and 
connections of the HSF will become active. By 
matching all constituting semantic categories, the 
meaning of the complex semantic category 
representing the question is understood.  
     The understanding of complex semantic 
categories is dependent only on the constituting 
semantic categories and not on their order. This 

provides a great flexibility of understanding, 
because not only syntactically correct inputs can be 
recognized, but also the ones such as “John does 
love who?”. Moreover the queries containing some 
unknown words can also be recognized (e.g. “Could 
you please tell me who John does love?”. 
     The understanding of questions can be used to 
find the corresponding answers by propagating the 
signals through the rest of HSF, but due to the 
limited space this will be described in greater details 
in some other paper. 
 
 
4   Advantages of HSF 
The advantages of HSF in the representation of 
semantic knowledge are the following: 
 

specific link specific group 

generic group generic link 

“Who” “love” “does”

<interrogative- 
  pronoun> 

<present- 
  tense-do> 

“John”

<boy> <emotional- 
  relationship> 
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• Representation of knowledge which is not 
domain specific. HSF does not use any kind of 
naming or tagging for groups and links, so 
knowledge represented using HSF is not domain 
limited. 

• Automatic semantic knowledge acquisition 
from plain text. Semantic knowledge 
represented in HSF is equivalent to its plain text  
 

 
Fig. 9. State of HSF after partial matching 

 
form. Knowledge in plain text form can be 
translated into Hierarchical Semantic Form and 
vice versa with no loss of information. 

• Learning of language structures and 
semantic relationships between these 
structures. HSF has the ability to recognize and 
learn repeated sequences at various hierarchical 
levels (word, groups of words, statements), to 
identify all semantic relationships between them 
and to represent them using HSF. 

• Extending the existing HSF semantic 
knowledge repository is easy. HSF can be 
easily extended by simply feeding new 
statements to HSF without any need for 
knowledge repository redesign. As new 
statements are fed to HSF, the existing HSF 
structures are reorganized, so that each structure 

is represented uniquely and that all semantic 
information is preserved. 

• Merging of existing semantic knowledge 
repositories in HSF can be performed 
automatically. When two knowledge 
repositories in HSF need to be merged, one of 
them can be transformed into a plain text form 
and then statements can simply be added to the 
other one. 

 
     The advantages of using HSF in natural language 
understanding and query answering are the 
following: 
 
• Ability to learn to understand statements in 

natural language. Instead of defining a fixed 
grammar for a subset of natural language, HSF 
is able to learn basic and complex semantic 

specific link specific group 

generic group generic link 
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categories defining the meaning of statements 
and questions. 

• Flexible understanding. Since understanding 
in HSF is supported using semantic categories, a 
great flexibility of understanding is achieved, 
because it can process and understand 
statements that contain words in arbitrary order 
or unknown words, as well as statements that 
are syntactically incorrect. 

• Efficient information retrieval. The efficiency 
of information retrieval using HSF is achieved 
by the hierarchical representation of knowledge 
in HSF and neural network capability for 
parallel processing of semantic categories 
appearing in question and in potential answers. 
This means that at the same time the question is 
processed, some potential answers to this 
question are also found. 

 
     When compared with a relational database model 
or ontology languages, the main advantage of HSF 
is that, unlike these descriptive semantic knowledge 
representation techniques, they enable knowledge 
representation that is not domain limited, which 
means that they do not require designing to describe 
the meaning of represented knowledge, nor 
programming to retrieve the needed information. 
Instead, designing is replaced with unsupervised 
learning used to organize the represented 
knowledge, while programming is replaced by 
supervised learning of basic and complex semantic 
categories used in question-answer forms. 
 
 
5   Conclusion 
Standard techniques for semantic knowledge 
representation and processing are based on symbolic 
approach where naming is used to explicitly define 
the meaning of represented knowledge. As a 
consequence, to describe and define domain specific 
knowledge a designing process is required, which 
makes the development of semantic processing 
applications quite expensive. 
     Another way to facilitate semantic knowledge 
representation and processing, proposed in this 
paper, is based on semantic approach. In this 
approach names are not used to explicitly define the 
meaning of represented knowledge. Instead, the 
meaning of the represented knowledge is implicitly 
defined by semantic contexts and interpreted using 
simple and complex semantic categories.  
     We have described briefly in the paper 
Hierarchical Semantic Form, a modification of the 
localist approach that can be used to implement 

semantic approach to semantic knowledge 
representation and processing. HSF supports four 
types of nodes: specific groups, specific links, 
generic groups and generic links to be able to 
represent specific natural language constructs and 
their corresponding generic forms expressed by 
simple and complex semantic categories. 
     Furthermore, we have introduced seven types of 
signals that can be exchanged between HSF nodes: 
reset, relaxed, inhibitory, no signal, semi-active, 
excited and active. These signals are used in HSF to 
enable complex semantic processing including 
natural language processing, semantic search and 
question answering. A simple example is given to 
illustrate the use of HSF in semantic knowledge 
processing. 
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