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Abstract: In recent years, several virtual tutoring assistant systems had been proposed based on
question-answering systems. These virtual tutoring assistant systems are very helpful for the students to get
instant helps when the teachers are not available. Pedagogic scholars think that when a student is stuck on a
certain problem while learning, an instant tutoring assistant is very helpful to promote his/her study. Therefore,
the qualities (precision) of the answers of virtual tutoring assistant systems are very important. It determines the
effectiveness of these systems. In practices, some students are suffered from not being able to properly express
their need; some may not even know exactly what information they need. As a result, some problems do not
match any existing solutions, even if they do contain some clues for finding solutions. That makes the
effectiveness of the virtual tutoring assistant systems not being acceptable. In the literatures, researchers found
that relevance feedback information are quite useful for information retrieval systems to improve their
effectiveness. Among them, the Rocchio’s Relevance Feedback (RRF) algorithm is the most well-known and
have been employed in several information retrieval systems. In this paper, we proposed a novel pseudo
relevance feedback algorithm, called Hierarchical Relevance Feedback (HRF) algorithm. The HRF algorithm is
used for improving the precision of virtual tutoring assistant systems. After a query is submitted by some
student, the new virtual tutoring assistant system will automatically modify the student’s query according to the
HRF algorithm and re-submit it to the system. Experimental results showed that the effectiveness of the system
is improved by automatically modifying user’s query using the HRF algorithm. Moreover, the HRF algorithm
is also outperformed the famous RRF algorithm.
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1 Introduction

The development of network not only facilitates
the acquirement of information, but also highlights
the value and feasibility of e-learning. Most of the
existing e-learning platforms focus on providing
contents and performing assessments, however,
tutoring assistance is less to be considered.
Pedagogic scholars think that when a student is
stuck on a certain problem while learning, an instant
tutoring assistant is very helpful to promote his/her
study. Nevertheless, the teacher is not always
available to answer students’ question immediately. 
Moreover, it would be too time-consuming for a
teacher to answer students’ questions one by one, 
especially for a popular e-course where there are
thousands of students and most of the students’ 
questions are same-alike.

Several virtual tutoring assistant systems are
proposed and developed [1, 7, 8, 12]. These systems
provide instant assistants for students’ learning 

problems even when the teachers are not available.
However, the qualities of the answers determine the
effectiveness of these systems. In practices, some
students are suffered from not being able to properly
express their need; some may not know exactly
what information they need. Sometimes, even
though the students properly express exactly what
they need, the information returned by the systems
are not relevant to the students’need. That makes
the effectiveness of the virtual tutoring assistant
systems not being acceptable.

In the literatures, researchers found that
relevance feedback information are quite useful for
information retrieval systems to improve their
effectiveness. Among them, the Rocchio’s
Relevance Feedback (RRF) algorithm is the most
well-known and have been employed in several
information retrieval systems.

To improve the effectiveness of a virtual tutoring
assistant system, a novel pseudo relevance feedback
algorithm, called Hierarchical Relevance Feedback
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(HRF) algorithm, is proposed in this paper. After a
query is submitted by some student, the new virtual
tutoring assistant system will automatically modify
the student’s query according to the HRF algorithm
and re-submit it to the system. Experimental results
showed that the effectiveness of the system is
improved by automatically modifying user’s query
using the HRF algorithm. Moreover, the HRF
algorithm is also outperformed the famous RRF
algorithm.

2 Background and Related Works

Recent progress of computer and network
technologies has encouraged the development of
web-based learning environments [3, 4, 5, 6, 7, 8, 9].
However, as most of the existing web-based
learning systems simply provide subject materials
for browsing, the students are likely to be stuck
while encountering problems during the learning
process without instant aid, and hence their learning
performances could be significantly affected [10].

Some researchers attempted to employ on-line
discussion groups to cope with the problem.
Nevertheless, most of the answers obtained from the
discussion groups could be incorrect or incomplete;
therefore, the most desirable approach is to obtain
the answers directly from the teacher. Unfortunately,
for a popular on-line course with thousands of
students, it is almost impossible for the teacher to
answer every question submitted by the students,
not to mention the provision of instant aids to them.
Rau et al. [11] indicated that, without face-to-face
interaction, it is important to provide immediate
help and interactions while proceeding online
instruction.

Several virtual tutoring assistant systems [7, 8,
12] had been proposed based on question-answering
systems [13]. However, most of the services
provided are not ubiquitous, which are unable to
provide instant problem-solving services for mobile
learners. Furthermore, the solutions rely heavily on
teachers to add onto the systems manually, which
consume a lot of labor hours and thus reduce the
efficiency of problem-solving.

To cope with these problems, Judy et al. [14]
proposed a course content restructuring approach to

reduce the high communication cost required in a
mobile learning environment. Wu et al. [1] propose
and develop a Ubiquitous Virtual Tutoring Assistant
System (UVTAS) which incorporates a
supplement-material base as well as a solution
extraction module to search, analyze, and extract
automatically solutions from the
supplement-material base, which relief the burden of
solving problems manually by the teachers.
Furthermore, no matter where a student is, while
he/she encounters or thinks about a learning
problem, he/she can obtain immediate solutions via
his/her mobile device, such as a cell-phone or a
PDA. UVTAS not only provides a web-interface for
mobile learners, it also incorporates a SMS-interface
of question-answering to support mobile learners
while Internet access is not available.

Although UVTAS can automatically search,
analyze, and extract solutions from the
supplement-material base to solve student’s 
problems, sometimes the students are not fully
satisfied by the given solutions. We know that the
effectiveness of a virtual tutoring assistant system
heavily depends on the quality of solution it
provides. Besides of expanding the solution base as
UVTAS does, the precision of the information
retrieval algorithm used plays another important
role.

In the literatures, researchers found that
relevance feedback information are quite useful for
information retrieval systems to improve their
effectiveness. Among them, the Rocchio’s
Relevance Feedback (RRF) algorithm [2] is the
most well-known and will be discussed in the
following section.

3 The Process of Relevance Feedback

The process of information retrieval with
relevance feedback [2, 15, 16] is shown in Fig. 1.
First, each of the solutions in the solution-base is
represented as a Characteristic Vector (CV) by the
vector space model [17] as follows:

       i,nni,jji,i,i ,WK...,WK...,WK,,WK ,,,,Q 2211 (1)

where Kj represents j-th keyword and Wij is the
weighting of Kj in the i-th solution.
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Fig. 1 The process of the relevance feedback algorithm

To construct the characteristic vector, the
question is transformed into an indexed form by
some basic steps, such as tokenization, stop word

removal, stemming and term weighting [18]. An
example is shown in Fig. 2.

Fig. 2 An example of the basic steps to construct the CV

Tokenization
Convert the problem into a stream of terms,

including converting all the terms into lower case
and removing punctuation characters. For example,
a sentence “What is Tokenization?” can be
converted into“what is tokenization”.
Stop word removal

Remove all the common terms (e.g. a, and, the,
not etc.) which will not being used in document
retrieval.
Stemming

Reduce terms to their root variant to avoid the
user having to instantiate every possible variation of
each query term (e.g. stemming → stem).

Term weighting
Evaluating the importance of each term to the

problem it is contained. One of the best known
schemes is the TF×IDF (term frequency × inverse
document frequency) [17]. It is a statistical measure
for evaluating the importance of a term. The
importance increases proportionally to the frequency
of the term (Term Frequency, TF) in the problem,
but is offset by the frequency of the term in the
whole solutions.

When a question is submitted by a user, the
characteristic vector of the question is also
constructed by vector space model as follows:

What are the basic steps to construct the characteristic vector?

Tokenization

Stop word removal

what are the basic steps to construct the characteristic vector

basic steps construct characteristic vector

basic step construct characteristic vector

Stemming

       i,nni,jji,i,i ,WK...,WK...,WK,,WK ,,,,Q 2211

Term weighting
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       nnjj ,WK...,WK...,WK,,WK ,,,,Q 2211 (2)

Q is then compared to each Qi to find out the
similarity between the user’s question and each of
the solutions. Inner product is usually used in this
step as shown in Eq. (3).

 



n

k
ikki WWQQSim

1

),( (3)

In a question-answering system without
relevance feedback, the question with the largest
similarity measure is judged as the most feasible
solution to the user’s query. Nevertheless, relevance
feedback information can be used to modify the
original query to obtain more precise information. In
the literatures, relevance feedback information come
from two folds: one from user designation, which is
more accurate but consume a lot of user’s efforts;
another from system designation, called pseudo
relevance feedback or blind relevance feedback,
which releases the user’s burden while the promise
of improving precision has been shown [2,19, 20].

4 The Rocchio’s Relevance Feedback 
(RRF) Algorithm
Rocchio’s RF algorithm is a commonly used

algorithm in researches of relevance feedback. It is a
query modification method which consists of adding
or removing terms and term re-weighting using
relevance judgments. After ranking the feasible
solutions by their similarity measurement to the
user’s query, the question-answering system based
on the RRF algorithm will select the first n1

solutions as relevant solutions, while selecting the
last n2 solutions as irrelevant solutions. The
characteristic vector of the user’s question Q is then
modified by the following formula:

 
 


1 2
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i
ii S

n
R

n
QQ

 (4)

where Q’is the new query vector, Q is the
original query vector, n1 is the number of relevant
solutions, n2 is the number of the irrelevant solutions,
Ri is the i-th vector of relevant solutions, Si is the
i-th vector of irrelevant solutions. α, βand γare
constants, specify the degree of effect of each
component in the RRF algorithm. Typically, α=1
andβ+γ= 1 [19, 20].

The new query vector is then used by the
system to retrieve feasible solutions again. Previous
works found that user’s are more satisfied by the
new solutions.

5 The Hierarchical Relevance

Feedback (HRF) Algorithm

Although the RRF algorithm improves the
retrieval performance by reformulating the original
query, we found that the degrees of relevance and
irrelevance are not discriminated well in Rocchio’s 
algorithm and its varieties [19, 20]. To cope with
this problem, the HRF algorithm is proposed. In
order to reduce the user’s burden, we adopt the 
pseudo RF as our basic scheme to reformulation the
original query vector as Rocchio’s algorithm.
However, the rankings of each solutions considered,
either relevant or irrelevant, are used to represent the
degree of relevance/irrelevance.

The HRF algorithm is given as follow:

 
 


1 2

1 121

)()('
n

i

n

i
iiii SWS

n
RWR

n
QQ

 (5)

where WRi represent the degree of relevance for
each relevant solutions and WSi represent the degree
of irrelevance for each irrelevant solutions. We
define the WRi and WSi as Eq. (6) and Eq. (7)
according to the ranks of relevant (or irrelevant)
solutions.

1)( 1  inWRi (6)

1)( 2  inWSi (7)
In Eq. (6) and Eq. (7), the inverse ranked values

are given as the degree of relevant (or irrelevant).
For example, assume that the first 5 ranked
solutions are considered to be relevant, then the
degree of relevance, WR1, of the top one relevant
solution is (5-1+1) = 5, the degree of relevance,
WR2, of the second relevant solution is (5-2+1) =4,
and so on.

In the next section, experimental results will
show the superiority of the HRF algorithm to the
RRF algorithm.

6 Experiments and Evaluation

6.1 Test Collection
We need a test collection that contains: (1) a set

of documents (2) a set of queries (3) a list of judged
relevant documents for each query. We used the test
collections Medlars to evaluate the performance of
our proposed algorithm. Medlars is publicly
available at ftp://ftp.cs.cornell.edu/pub/smart/med/.

Medlars is based on MEDLINE reference
collections from 1964 to 1966. There are 1033
documents and 30 queries in the collection. An
example of query is shown as Table 1, and an
example of documents is shown as Table 2. For each
query, there is a list of documents associated with it
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for relevant judgments. The relevant judgments are provided by human experts.

Table 1 Query example of Medlars
.I 1

.W
the crystalline lens in vertebrates, including humans

Table 2 Documents example of Medlars
.I 1

.W

correlation between maternal and fetal plasma levels of glucose and free fatty acids .

correlation coefficients have been determined between the levels of glucose and ffa in maternal and

fetal plasma collected at delivery . significant correlations were obtained between the maternal and

fetal glucose levels and the maternal and fetal ffa levels . from the size of the correlation coefficients

and the slopes of regression lines it appears that the fetal plasma glucose level at delivery is very

strongly dependent upon the maternal level whereas the fetal ffa level at delivery is only slightly

dependent upon the maternal level .

6.2 Effectiveness Measurement
To measure the performance of solution retrieval,

we use Mean Average Precision (MAP) [21] and the
well-known precision and recall. Precision is
portion of the retrieved solutions which are relevant.
It is used to measure the ability to retrieve
top-ranked solutions that are mostly relevant and
defined as:

BA
A

precision




Recall is portion of the relevant solutions which

had been retrieval. It is used to measure the ability
of the search to find all of the relevant solutions and
defined as:

CA
A

recall




Under those measurements, the parameters A, B
and C are defined as Table 3. It can also present as
Fig. 3 and Fig. 4.

Table 3 Definition of the parameter A, B and C
Parameter Definition

A Number of relevant solutions retrieved
B Number of irrelevant solutions retrieved
C Number of relevant solutions not retrieved

MAP has been shown to have especially good
discrimination and stability. It is defined as:

 
 


Q

1j

m

1k
jk

j

j

)R(ecisionPr
m
1

Q
1

)Q(MAP (8)

where Q is presented as query set. For each
qjQ, there is a set of relevant solutions for it,
{d1, . . . dmj}. And Rjk is a set of solutions from the

top solution until get to solution dk. For example,
there is a user’s query and four solutions relevant to
it. Assume the four relevant solutions are ranked as
rank 1, 2, 4 and 7 in ranked solutions respectively.
The MAP is computed as:

83.0
4

7
4

4
3

2
2

1
1

MAP 



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Figure 3. The precision figure Figure 4. The recall figure

For the effectiveness of the virtual tutoring
assistant systems, the higher average precision, in
other words, obtain more relevant solutions in a
fixed number of retrieved documents. Nevertheless,
the higher MAP, in other words, make the relevant
documents ranked in the ranking list more front.

6.3 Experimental Results and Analysis
Firstly, we evaluate the performance of RRF

algorithm by four representative parameter sets (as
shown in Table 4) to find a best parameter set for

RRF. The parameter set 1, α= 1, β= 1 and γ= 0,
means only relevant documents are used as the
feedback information. The parameter set 2, α= 1, β
= 0.75 and γ= 0.25, means relevant documents are
the higher portion of the feedback information in
RRF algorithm. The parameter set 3, α= 1, β= 0.5
and γ= 0.5, means relevant documents are equal to
irrelevant documents in RRF algorithm. The
parameter set 4,α= 1,β= 0.25 andγ= 0.75, means
relevant documents are the lower portion of the
feedback information in RRF algorithm.

Table 4 Four type parameter set for RRF algorithm
Parameter set Parameter value

Set 1 α= 1,β= 1 andγ= 0
Set 2 α= 1,β= 0.75 andγ= 0.25
Set 3 α= 1,β= 0.5 andγ= 0.5
Set 4 α= 1,β= 0.25 andγ= 0.75

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of top ranked relevant documents

A
ve
ra
ge

pr
ec
is
io
n

α=1, β=1 and γ=0
α=1, β=0.75 and γ=0.25
α=1, β=0.5 and γ=0.5
α=1, β=0.25 and γ=0.75

Fig. 5 Precision comparison of four parameter set for RRF algorithm when recall = 1

baseline
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0.5

0.51

0.52

0.53

0.54

0.55

0.56

0.57

0.58

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of top ranked relevant documents

M
A

P

α=1, β=1 and γ=0
α=1, β=0.75 and γ=0.25
α=1, β=0.5 and γ=0.5
α=1, β=0.25 and γ=0.75

Fig. 6 MAP comparison of four parameter set for RRF algorithm when recall = 1

Fig. 5 and Fig. 6 are the results of evaluate the
performance of RRF algorithm by four
representative parameter sets. Fig. 5 represents the
precision of the performance of RRF algorithm by
four parameter sets. Fig. 6 represents the MAP of
the performance of RRF algorithm by four
parameter sets.

Each of the precision and MAP in Fig. 5 and Fig.
6 are compared when the number of top ranked
relevant documents considered is ranged from 1 to
20 under the same recall (set to 1 in our
experiments). When the number of the top ranked
relevant documents is equal to 0, no relevant
information will be used. That is, no query
modification will be occurred. This case is called
“baseline”, which will be used to evaluate the effect
of relevance feedback.

Our experiments show that the parameter set 1,α
= 1,β= 1 andγ= 0, outperformed parameter sets 2,
3 and 4. We also found that the parameter set 2
outperformed parameter set 3 and 4 and the
parameter set 3 outperformed parameter set 4.
According to the results, we conclude that the
relevance feedback information with higher portion
of relevant documents in RRF algorithm performs
better than that with lower portion of relevant
documents. That is, it is more advantageous not to
consider irrelevant feedback information. Hence,
only parameter set 1 is used in the following

experiments.
The precision and MAP of the two algorithms,

RRF and HRF, are compared when the number of
top ranked relevant documents considered is ranged
from 1 to 20 under the same recall (also set to 1 in
these experiments). The experimental results are
show in Fig. 7 and Fig. 8. From the experimental
results, both RRF and HRF outperform the baseline
in precision, as well as in MAP.

In Fig. 7 and Fig. 8, the precision and MAP of
RRF and HRF algorithm are almost the same when
the number of top ranked relevant documents is
small (about 1 to 5). It is because of the relevance
feedback information is insufficient. However, when
the number of top ranked relevant documents is
increased, the HRF algorithm outperforms the RRF
algorithm. Moreover, when the number of top
ranked relevant documents is bigger than 10, the
performance of RRF algorithm is decreased, while
the performance of HRF algorithms is increased. It
proved that the degrees of relevance and irrelevance
are better discriminated in the HRF algorithm.

When the number of top ranked relevant
documents is bigger than 3, HRF outperforms RRF
algorithm at about 1.7~14.9% in average precision
and 0.4~4.3% in MAP. It means that using the HRF
algorithm to modify user queries will obtain more
relevant solutions.

baseline
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Fig. 7 Precision comparisons when Recall = 1

0.5

0.52

0.54

0.56

0.58

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of top ranked relevant documents

M
A
P RRF

HRF

Fig. 8 MAP comparisons when Recall = 1

7 Conclusions and Future Works

In this paper, A Hierarchical Relevance Feedback
(HRF) algorithm is proposed and employed in

designing a virtual tutoring assistant system. In our
novel approach, the degrees of relevance and/or
irrelevance are considered, which improve the

baseline

baseline
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effectiveness of a virtual tutoring assistant system.
Through our experiments, no matter precision or
MAP is evaluated, the HRF algorithm outperforms
the famous RRF algorithm and the baseline (no
relevance feedback at all). From the experimental
results, HRF outperforms RRF algorithm at about
1.7~14.9% in average precision and 0.4~4.3% in
MAP.

In the near future, variations of the HRF
algorithm, which incorporate various measurements
to determine the degrees of relevance/irrelevance,
will be proposed and compared to the original
design. Extensive experiments with larger test
collections will be done to further verify the
superiority of the HRF.

Although relevance feedback will clearly
improve the quality of virtual tutoring assistant
systems, the results of query modification are not
kept in the system for future use. Furthermore, the
user’s profile or preferences are not considered in
the information retrieval process [22, 23, 24, 25, 26].
To make the virtual tutoring assistant systems more
effective, in our future works, we will focus on
adaptiveness to make the virtual tutoring assistant
system more intelligent.
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