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Abstract: - Due to the popularity of digital cameras and web authors’ enriching the visual aesthetics, the number of web images is growing in an uncontrolled speed. The images in the World Wide Web are becoming a large image library for browsing. It is an important issue that how to retrieve the images accurately on the World Wide Web. In this paper we describe the architecture of the web image retrieval systems with automatic image annotation techniques. And we propose four methods to generate the annotation automatically for every image from its hosted web page, by analyzing the structural blocks, collecting anchor text of link structures, and gathering shared annotation with other images with the same visual signature.
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1 Introduction
After the invention of the World Wide Web, the most important invention of the network applications, by Tim Berners-Lee on November 12, 1990, the population on the Internet is growing in a rapid and uncontrolled speed. The population brings commercial potential onto the World Wide Web. In order to attract users to stay for more time and return to the web site more often, the looks of web pages are more and more elegant. A large number of images are used to enrich the visual aesthetics by the authors of the web sites. On the other hand, more and more digital images are posted onto the web space with the popularity of digital cameras. Lots of free web album services are announced for users put their images taken by their digital cameras for sharing. For the two reasons we mentioned above, the number of images on the World Wide Web is increasing in a fast way.

As we know, the colossal number of text content in the web pages is a large free text library for web users to surf. Such a huge number of images created recently are posted on the World Wide Web, the images are also formed another library as the text web pages. Therefore, it is becoming an important issue to retrieve images with a quick and accurate method on the World Wide Web. Unlike the web pages search, a lots of text retrieval technique have already developed for a long time. There are many difficult problems for a web image retrieval system.

In the traditional images retrieval systems, they assign annotations to each image manually. Although it is a good methodology to retrieve images through text retrieval technologies, it is gradually becoming impossible to annotate images manually one by one due the huge and rapid growing number of web images. Some researches [1] [2] [3] [4] [5] [6] [7] create image retrieval systems by analyzing the image content. They find out the size, shapes, patterns, colors, and distribution of hues [8] [9] [10] [11] of each image, and transfer the properties into a signature for the image. User can specify the properties as the query signature, or submit a similar image and generate the query signature with the same method by the image retrieval system. However, how to select the properties for images is a difficult task. In the past research paper, we can notice that the accuracy is not good enough by this method. The properties of the image with “Tokyo Tower” or one with “Eiffel Tower”, as an example, may be similar, but the semantic meanings of the two images are poles apart. Therefore, even we can develop an accuracy method to select the best properties for an image retrieval system, it is still hard to recognize the semantic difference only by signatures generating. On the other hand, it is also hard for a user to submit a query by specifying the properties or submitting a similar image as a query. Therefore, in some other researches [12] [13], they allow users to submit a
text query, and then use the retrieved images by text based retrieval method to generate the signatures. The generated signatures will use as the input for the second phase image retrieval. However, it is easy to understand that the signatures generating is a time consuming process, it will need a lot of hardware and time to obtain the results. It is becoming hard to accomplish through the same reason with annotating image manually.

Large image retrieval systems [14] [15] [16], like Google Image Search [17], Yahoo Image Search [18], and MSN Image Search [19], nowadays on the World Wide Web allow users submitting keyword queries similar to web page search. Those web image retrieval systems use automatic image annotation and text inverted index techniques to match the users’ queries, and then return the images that relevant to query keywords. In this paper, we will sketch the architecture of the image retrieval system and how it works with the automatic image annotation techniques.

2 Architecture of the Image Retrieval System

We can model the World Wide Web as a large database. There is a main difference between the traditional information retrieval systems and web information retrieval systems, that is, we should generate the results to the users in a short time (usually in one second). If users need to wait the results from a web information system, they will give up the system and choose another for instead. Therefore, it is impossible for a web image retrieval system generating the results by accessing the remote web pages and images through the network when the system receives a query keyword from a web user, because it is too slow to bear. Therefore, in order to response in a short time, a web image retrieval system needs to store a special copy of the web images in advanced. For saving the storage space, we only need to store the thumbnails from the original ones. The stored thumbnails and data can be utilized for generating the inverted index and providing the search function.

There are many tasks that a web image retrieval system needs to accomplish. A web image retrieval system can be generally separated into four sub-systems. They are data gathering sub-system, automatic image annotation sub-system, index generator sub-system, and image retrieval sub-system. Figure 1 shows the general architecture of the web image retrieval systems.

Figure 1 The architecture of the image retrieval system on the World Wide Web

Figure 2 The flow chart of a data gathering sub-system
2.1 Data Gathering Sub-System

The purpose of a data gathering sub-system [20] [21] is to gather the data for the rest of the sub-systems. A simple data gathering sub-system starts with a set of URLs, we call them as seed URLs, through the protocol HTTP. It then extracts the URLs from the starting pages, following the new URLs recursively by the method of breadth-first or depth-first tracing. We can collect the portal sites as the seed URLs. It is because the data gathering sub-system can access a lot of new URLs from portal sites. After gathering the web pages on the World Wide Web, we need to extract the image URLs from the pages. And then dispatches the image URLs to the gathering clients for gathering the images. Generally speaking, we design the data gathering sub-system in a distributed model to increase the concurrency and gathering speed. One problem is how to coordinate the gathering robots to avoid traversing a URL many times. Traversing one same URL many times wastes the bandwidth to fetch and time to process. We can design the data gathering sub-system in a centralized model, which is putting one centralized gathering coordinator to arrange the URLs for the gathering clients. Figure 2 shows the flow chart of a data gathering sub-system. Besides the unique issue, we also need to limit the access number to a single server in the same time. It is because the computing power and network bandwidth for a data gathering sub-system is definitely large. It will crash the web servers of small companies easily. This behavior will be treated as DOS attacks. The data gathering sub-system need to follow the robots.txt rules set the web authors due to the web politeness.

2.2 Automatic Image Annotation Sub-System

After the gathering phase, we now have the images and pages in our database for the next phase automatic image annotation. We will generate the thumbnails and collect the basic information, like image width, height, file format of the image… for all the images and transfer them into our internal format. And automatic image annotation sub-system will generate the annotation for each image automatically from the database. The detail of automatically generating annotation will be described in the section 3.

2.3 Index Generator Sub-System

The automatically generated annotation for all gathered images can be used for building the inverted index through the traditional information retrieval techniques, and we call it as index generator sub-system. The produced inverted index is a word-oriented structure for indexing the pages collection. Therefore the text needs to break into word-based form. We call it the page index phase. Collecting the words information and generating the inversion indices for each word is the inverted index phase. Figure 3 demonstrates the data structures of traditional inverted index.

2.4 Image Retrieval Sub-System

The generated inverted index, the thumbnails, and the basic information from the images can be utilized for the image retrieval sub-system. When a query keyword is submitted to the image retrieval sub-system, it will prepare the result images according to the query keyword. Figure 4 shows the framework of the query processing from the image retrieval sub-system. We will generally put a powerful server [22] in the front of image retrieval servers which contains a small part of the entire images and relative data. The powerful front server will first issue the query task to the first of query servers. And it will decide whether to issue the...
query task to the rest query servers that base on the results returned from the first server. The image retrieval server will look up the inverted index to matching the images with the automatic generated annotation which is relative to the keyword. And then show the image thumbnails to the user according to some pre-defined ranking methods.

3 Automatic Web Image Annotation

Web pages are composed by HTML. There are a lot of clues can be used for automatically generating image annotation, especially the links characteristics and structures. We will utilize the special properties of the World Wide Web to generate the image annotation automatically. The four methods we used are annotation from the hosted web pages, annotation from structural blocks, anchor text, and the shared annotation. We will describe the detail by the following sub-sections.

3.1 Annotation from the Hosted Web Page

Web page authors use the `<img>` tag to show an image in a HTML page, the value of the property “alt” is a statement composed by some words defined by the author. It is generally to tell page consumers what the image represents when the browser fails to load it. Therefore, it is the best annotation candidate for an image. It is direct assigned by the web page authors who recognize the image most.

Generally speaking, the text around the `<img>` tag is used for describing the image. We can also say that the image is used for emphasizing the text around it. It is impossible for a web page author putting some irrelevant images to the text in the web page. Therefore, the text around the image can also be treated as an important annotation for an image. We can select 10 to 20 words before and after the `<img>` tag as the annotation.

The author of the web page may specify a meaningful title to the page. The specified title can be treated as the name of the page. Generally speaking, the name contains the essential meaning of the page. The specified title can also be the annotation to images within the page. By observation, we can find out that the image with the largest area within the page can share the meaning of the page title. Figure 5 shows that, the web page
with title “Clown Anemonefish, Clown Anemonefish Profile, Facts, Information, Photos, Pictures, Sounds, Habitats, Reports, News - National Geographic” from the National Geography official web site, and it is designed for describing clown anemonefish. Although there are many images within the page, we can easily notice that the image with largest area can just share the meaning of the specified title. Generally speaking, the precision of the relationship between the annotation and the image from this property is very high. If the query keyword matches the annotation from this property, we can higher the rank position for the image.

3.2 Annotation from Structural Blocks

The structural blocks are very common in a web page. Generally speaking, the authors of web pages utilize the <table> to present a structural blocks. They usually use structural blocks to present a sort of items. For example, if you want to display the products that produce by your company, you may use a structural blocks to place the product images and relevant annotation.

To analyze and discover the structural blocks can gather the annotation for the image accurately. Figure 6 is an example also from the National Geography official web site, which is a sort of images of the annotation with the structural blocks. Each block contains an image in the left, and the detail annotation written by the authors of the web page for the image was placed in the right. It is clear that if we can find out the mapping relation between images and annotations, we can easily get the accurate annotation from the authors of the web pages. Figure 7 is another example of structural blocks from the URL http://animals.nationalgeographic.com/animals/mammals/cheetah.html.

In fact, we can easily build the DOM tree for a web page through open source tools, the DOM tree will systematically represents the web into a tree view. By counting the repeating sequence of HTML tags, we can easily find out the repeated structural blocks. And we can find out the annotation for each image in the structural blocks easily by referencing the DOM tree.

Figure 8 is a small portion of the DOM tree from Figure 6. We can notice that the text and the image are always located in the leaves of the DOM tree. In this example, we can also notice that the text portion of the structural blocks is within the second <td> tag, and the image information is located within the first <td> tag. The text portion “Photo of the Day: Send Out the Clown”, “See a photo of an anemonefish among the coral reefs of Papua New Guinea”, and “View Photos” can be the annotation for the image. If we count the repetitions of the text within the page, we will find that “View Photos” repeats many times. It can be treated as noise, and remove it out from the annotation.

Figure 6 An example of structural blocks annotation in URL: http://animals.nationalgeographic.com/animals/fish/clown-anemonefish.html
3.3 Anchor Text

A link is represented as `<a href=URL> Anchor Text </a>`. The anchor text of a link assigned by the author usually is a good annotation for the linked URL. In other words, the anchor text is the name that others like to call. It is because the anchor text is the text for page consumers moving their cursors to click and surf to another page. Page consumers decide if surfing to the URL only according to the anchor text. Therefore, authors of the web pages generally assign the anchor text with more attentions.

We can gather all kinds of annotation from different authors to a single image by collecting the anchor text that link to that image. Even we can collect the annotation for the image in different languages, because the anchor text of the links could be assigned by the people from any countries. Therefore, user can retrieve the images by all kinds of languages by assigning the anchor text as the annotation to the image.

The anchor text is widely used for web page search engine. Besides the anchor text for the image, the anchor text for the URL of the hosted web page is also acting a good role for the image annotation. As we mention in section 3.1, since the image with the largest area can share the meaning of the page title. The anchor text associated to the hosted page can be treated as the alias titles of the page, because they are the titles other authors of the web pages like to call. Therefore the image with the largest area in the hosted page can also share the anchor text linked to the page.

A link can provide anchor text for automatically web image annotating, the structure of links can also be used for ranking the image like popular ranking algorithms, PageRank [23], and HITS [24]. Figure 9 displays the concept of the link structure. Although the characteristics of web pages and web images are not totally the same, the link based ranking algorithms can also be an important clues for...
ranking the web images. However, because of the rampant drowsing spam techniques, the first positions of results ranking by links structure will be occupied by spam sites if you do not apply any spam filtering technologies.

3.4 Shared Annotation
In the traditional images retrieval system, we treat two images as different ones if they have different URLs. However, web page authors often duplicate images from others sites, and put the original duplicated image or resized one into their web sites. In fact that if the two images are visually the same, even the size or brightness were different, we still can treat these two images the same in the web image retrieval system. It is because that, image retrieval system users do not concern about which image is the original one, they only concern about if they can get the images that are relevant to their submitted query keywords. Therefore, one image can share the annotation generated from sections 3.1 to 3.4 from visually the same images.

In order to share the annotation for visually the same images, we need to generate a visual signature for each image. However, how to generate the visual signatures perfectly is a very difficult image processing problem. It is not the main issue in this paper. We will not discuss the detail about generating the visual signature in this paper.

In order to proof this concept, we can just use a simple method for the visual signatures by resizing every image to a pre-defined dimension, and then use the MD5 digest method to generate the signature for each image. The visual signatures of duplicated images and original one will be the same. Even the duplicated images are resized, and the generated visual signatures will also be the same. It is because we force all the images transfer into the same size. As our definition, images with the same visual signature could share the annotation to each others.

By sharing annotation from images with the same visual signature can substantially increase the source of annotation for every image. Although the share annotation cannot increase the result number of retrieved images with different visual signatures (It is because you always can retrieve one of the visually the same images, even they do not share the annotation to each other.), it can help the ranking algorithm higher the score if one image can gather more shared annotation from others. It is because one image might be good if many authors duplicate it and put it in their own sites. On the other sides, if we combine the links count for the visually the same images, it will highly increase the total links count for the images. It will influence the link based ranking algorithms we mentioned in section 3.3, and higher the accuracy for the web image retrieval systems.

Figure 10 displays the data flow of automatic image annotation generation for the automatic image annotation sub-system. We will generate the annotation for each image through the methods we described in the section 3.1 to 3.3. And then generate the thumbnails and visual signature for each image. The shared annotation can be generated the by sorting the internal format according to their visual signatures. The images with the same visual signature will be put in the continuous location. It will be very easy to collect all the shared annotation in linear time.

The importance of annotations from difference sources should be different. We can assign different vectors of weights to each annotation from different sources. For example, the title of the hosted web page for the max area image is much more important than the annotation from the text surrounding the image. If the query keyword matches the title, we can score it as 1000, for example. And if the query keyword matches the text surrounding the image, we can score it only as 100, for example.

4 Experimentation
We make an experimentation to gather some free web albums and e-commerce sites in Taiwan. In the Figure 11, it is the snapshot of the portal site http://www.yahoo.com/. We can notice that there are many functional images in the web page. The functional images are used for navigation, separator, or advertisement banner. Generally speaking, the functional images are not good for a web image
retrieval system. It is because that only few users will try to find out the advertisement banners through a web image retrieval system. Therefore, we should first mark this kind of images for further processing.

In fact, we can notice that the size of the functional images is relative small to the normal ones. And the images for separator can be filtered out by calculating their ratio of width and height. On the other hands, the functional images could be appeared in one page more than ones, like the marks for the items. We can mark the images as functional ones by the following rules.

A. $\text{Width/Height} > 4$
B. $\text{Height/Width} > 4$
C. $\text{Width} \times \text{Height} < 2500$
D. Image in GIF format with more than one layer
E. The image appears in the single page more than once

We will take the marked functional images out from the results, because users are not interesting in these functional ones. If users need to retrieve those functional images, they can use advanced search function to retrieve them.

Table 1 shows the number of web pages, functional images, and normal images we gathered for this experimentation. We will create two set of annotation for the experiment of the influence on shared annotation. The first set is the annotation generated by the methods described in section 3.1 to 3.3, and the second set is adding the shared annotation described in the section 3.4. We select the top 10 query keywords from our query logs, and use blind test as shown in Figure 12 to 20 users. The retrieved results from two set will randomly put in the two sides of the results page. Testing users will assign one value from 1 to 5 for the better side. We call it as blind test.

It is a very difficult problem to calculate the recall and precision of a web image retrieval system according to the definitions of the traditional information retrieval. The first problem to calculate recall and precision is what the exact number of all relative images is? In fact, we even have no idea about the exact number of all the images. It is nearly impossible to find out the exact number of relevant images, because the size of web images is definitely huge. Since the scientific statistic cannot be calculated, we may utilize the user feedbacks or user evaluation to evaluate the quality of image retrieval systems. Generally speaking, the use experience of users is more important to a web service than the traditional recall and precision notations. It will be more practical to design a measuring system for users to evaluate good or bad than just calculate the value of recall and precision.

Users can judge the two sides of results to which side is better, or a draw. The evaluation system will record the value from the users. After analyzing the judgment data, we can notice the overall comparison between the two sets. We can also discover the inferior results in specific terms in our system. The information can be used to improve our system. It is the reasons that why we choose blind test for this experiment.

The average value to the first set is 0.8, and the value to the second set is 1.65. We can say that
shared annotation can improve the results in an image retrieval system.

5 Conclusion

In this paper, we describe the architecture of the image retrieval system with automatic image annotation. It can be generally separated into four sub-systems; they are data gathering sub-system, automatic image annotation sub-system, index generator sub-system, and image retrieval sub-system. In order to generate the annotation automatically for the image retrieval systems, we proposed four methodologies to gather the annotation for every image. We can first gather the annotation from hosted web page, analyze the structural blocks for accuracy annotation, collect the anchor text through the link structure, and last share the annotation from images with the same visual signature.

How to generate the annotation for every image automatically is an important issue in the context-based image retrieval system. The amount of annotation can be widely increased by our proposed methods. Especially the concept of shared annotation can substantially increase the source of annotation for every image. Although the share annotation cannot increase the result number of retrieved images with different visual signatures, it can help the ranking algorithm for generating more accuracy results for the users.
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