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Abstract: The recognition of hand gestures from image sequences is an important and challenging problem. 
This paper presents a robust solution to track and recognize a list of hand gestures from their trajectory. The 
main tools of the proposed solution are robust kernel density estimation and the related mean shift algorithm, 
used in both video tracking and trajectory segmentation. The gesture definition is based on strokes in order to 
allow the use of a low complexity gesture recognition method. The gesture recognition process is trivial, being 
reduced to a syntactic analysis of the feature vector avoiding the necessity of complex classification methods 
based on curve matching. Despite the restrictions derived from the stroke based definition of gestures, the low 
computational complexity of the algorithm allows its implementation on low-cost processing systems. 
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1 Introduction 
Human gestures [1] are expressive human body 
motions, which generally contain spatial and 
temporal variation. To handle these variations, an 
appropriate representation must be chosen. 

A vast amount of work in gesture recognition has 
been performed in the area of computer vision, and 
is reviewed in [2]. These works can be divided into 
two categories: trajectory based and dynamics 
model-based analysis. The trajectory based 
approach matches curves in configuration space to 
recognize gestures [3]. The dynamics model-based 
approach learns a parametric model of gestures.  

Gesture recognition systems in general are 
composed of three main [4] components: image 
preprocessing, tracking, and gesture recognition. In 
individual systems some of these components may 
be merged or missing, but their basic functionality 
[5] will normally be present. 

Image preprocessing is the task of preparing the 
video frames for further analysis by suppressing 
noise, extracting important clues about the position 
of the object of interest (for example hands) and 
bringing these on symbolic form. This step is often 
referred to as feature extraction. 

Tracking – based on the preprocessing, the position, 
and possibly other attributes of the object, (hands) must 
be tracked from frame to frame. This is done to 
distinguish a moving interest object from the background 
and from other moving objects, and to extract motion 
information for recognition of dynamic gestures. 

Gesture recognition decides if the user is 
performing a meaningful gesture based on the 
collected position, motion and pose clues. 

The classical algorithms from the field of pattern 
recognition are Hidden Markov Models (HMM), 
correlation, and Neural Networks. Especially the 
first two have been successfully used in gesture 
recognition while the Neural Networks often have 
the problem of modeling non-gestural patterns [6]. 
HMM is a typical dynamics model and was proven 
to be robust in its recognition of gestures [7]. The 
HMM model has been extended to a more general 
model named Dynamic Bayesian Networks [8]. 

Recognition of human gestures is important for 
human-computer interfaces, automated visual 
surveillance, video library indexing [1], remote 
control of home appliances, such as TV sets and 
DVD players [9], which in the future could be 
extended to the more general scenario of ubiquitous 
computing in everyday situations, control of a 
videogame etc. 

In this paper, hand gestures and a trajectory 
based approach are used. We propose a unitary 
solution centered on the mean shift algorithm, which 
is used in the 2 major components of the gesture 
recognition system: video tracking and gesture 
recognition. 

Our goal is to develop a low computational cost 
real-time gesture recognition algorithm for a human-
machine interface (HMI), able to run on low-
complexity hardware systems. The system must be 
able to learn from the user a small number of gestures 
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in order to recognize them later. The trajectory based 
approach was chosen, as skin detection is quite well 
developed and robust [10], and relatively robust low 
computational cost tracking algorithms are also 
available [11], [12]. 

 
 

2 Related work 
Traditionally the trajectory based hand gesture 
recognition systems match curves in a configuration 
space to recognize gestures [3]. Solutions with 
different levels of complexity and performance were 
developed for various applications like sign 
language recognition [13], [14], handwriting 
recognition [15], [7], user interfaces [16] etc. 

In [17] Yang et al. studied the extraction of 2D 
motion trajectories and its applications in hand 
gesture recognition.  

 Black and Jepson extended the 
CONDENSATION algorithm [18], to recognize 
gestures and facial expressions, in which, human 
motions were modeled [17], [16], [19] as temporal 
trajectories of some estimated parameters (which 
describe the states of a gesture or an expression) 
over time. A large variety of particle filters is used 
for object tracking in video sequences. Most recent 
approaches include mean shift based particle filters 
[20], [21], cascade particle filters [22], boosted 
particle filters and adaptive particle filters [23]. 

 Many gesture recognition methods used colored 
gloves or markers to track hand movements. Fels 
and Hinton used data gloves and Polhemus sensors 
to extract 3D hand location, velocity, and 
orientation [24]. 

Bobick and Wilson [25] extract 3-D location of 
hands using stereo cameras and skin color to 
recognize a set of 32 gestures using parameterized 
Hidden Markov Model and data glove. 

In [26] video object planes together with a 
Hausdorff tracker and dynamic time warping are 
used for hand trajectory estimation, and then the 
trajectory is classified based on features like 
trajectory length, location, orientation and hand 
velocity from the estimated trajectory. 

The current state of the art algorithms in gesture 
recognition, HMM, have an increased 
computational complexity requiring complex 
training and inference algorithms [27]. 

 
 

3 Theoretical background 
The proposed solution uses a consistent approach 
based on kernel density estimation and the related 

mean shift algorithm, which is used in both hand 
tracking and trajectory segmentation. Mean shift is a 
non-parametric technique used in feature space 
analysis [28]. The mean shift algorithm was 
introduced by Fukunaga and Hostetler in 1975 [29] 
and it is a procedure for locating stationary points of 
a density function given discrete data sampled from 
that function [28]. In the last decade the mean shift 
algorithm has been used in a large variety of 
computer vision applications, from image 
segmentation to background subtraction and video 
tracking [30]. Evolutionary algorithms have also 
been successfully used for local maxima detection 
[31].  

 
 
3.1 Kernel based probability density 
estimation 
Kernel estimators were introduced by Rosenblatt 
(1956) and Parzen (1962). In the last decade these 
estimators received more and more attention, 
becoming the most popular estimators of the 
probability density function (pdf) [28]. A d-
dimensional kernel based estimator is defined as: 
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A multivariate kernel may be obtained either as 
product of 1D kernels or by rotating a 1D kernel in 
the d-dimensional space. The transform matrix, H, 
can be theoretically completely parameterized, but 
for practical applications – especially when real-
time processing is required – a simplified version is 
used, in the form of a diagonal matrix, containing on 
the main diagonal the squares of the kernel’s 
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Computational complexity may be further 
reduced at the cost of loosing optimality [32], using 
the same bandwidth, h, for all the dimensions. Thus, 
the density estimator becomes: 
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The kernels used generally in computer vision 
applications are radial symmetric and can be 
expressed as: 
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In equation (4)  is a normalization constant, 
which ensures that the kernel integrates to 1 over the 
definition domain, while k defines the so called 
profile of the kernel (defined only in the positive 
domain to allow symmetrical construction of the 
kernel). The probability density estimator becomes: 
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The most widely used kernels are the 
Epanechnikov and normal kernels, but the first is 
not continuously differentiable, while the second 
has infinite support [32], [33]. Because both these 
kernels are symmetric, each of them can be defined 
using a profile function: 
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Analyzing the feature space characterized by the 
probability density function requires first of all 
finding the maximums of this function. This 
problem can be reduced at finding the zeros of the 
derivative (1D case) respectively of the gradient 
(multivariate case) of the pdf. The mean shift 
algorithm can be used to directly identify the zeros 
of the derivative/gradient of the pdf, without having 
to estimate the probability density first. 

 
 

3.2 Estimating the probability density 
gradient 
In the case of multidimensional kernels with a single 
bandwidth, h, for all the dimensions, noting 

, the gradient of the pdf can be 
written as in equation  

( ) ( ) g x k x′= −
(8). The profile g can be used 

to build the kernel ( ) ( 2
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which is accomplished by all the kernel profiles 

used in practical applications. The kernel K is also 
named the shadow of the kernel G [28]. The 
Epanechnikov kernel is the shadow of the uniform 
kernel, while the normal kernel has the same shape 
as its shadow. 
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The F1 factor in the expression of the estimated 
gradient is proportional to the probability density at 
x estimated with the kernel G, while the F2 factor 
represents the mean shift (i.e. the difference between 
the weighted mean computed using the kernel G and 
the current central point of the kernel window). The 
mean shift can be expressed as [28]: 
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3.3. The principle of the mean shift algorithm 

The local mean weighted by the kernel G is shifted 
toward the area which contains the most points 
(samples). From equation (9) it is clear that the 
mean shift vector – having the same direction as the 
estimated gradient – always points to the direction 
where the probability density increases the most, 
being able to define a trajectory that leads to a 
stationary point of the estimated density. The 
estimated density’s local maximums are such 
stationary points and the mean shift algorithm 
allows finding them by successively repeating the 
following steps [28] until convergence: 

• computation of the mean shift at the current 
point, ( ),h Gms x , 

• translation of the kernel G with ( ),h G . ms x
In [28] was proved that in order to insure the 

convergence of the algorithm, it is enough for the 
kernel K to have a convex and monotonically 
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decreasing profile. If these conditions are fulfilled, 
the convergences of both the trajectory and the pdf 
are guaranteed, the last one being also, 
monotonically increasing.  

For other gradient based algorithms, shifting 
toward the local gradient direction does not 
guarantee the convergence, unless infinitesimal 
steps are used. The choice of step size is 
problematic for those algorithms. The mean shift 
algorithm is able to guarantee the convergence 
under the above mentioned conditions due to the 
adaptive value of the magnitude of the mean shift 
vector (it decreases as the algorithm gets closer to 
the local maximum point). 

The number of steps required for convergence 
depends on the kernel G. The uniform kernel allows 
the algorithm to converge after a finite number of 
steps, while the kernels which weight the points 
according to the distance from the window’s center 
lead to convergence only after infinite number of 
steps. Therefore, when a kernel of the second 
category is used in practical applications it is 
required to define a low limit for the mean shift 
magnitude, in order to avoid infinite looping of the 
algorithm. 

The use of the normal kernel guarantees a 
smooth trajectory toward the stationary point [28], 
and the results are superior to those obtained with 
the uniform kernel. The practical usage of the 
normal kernel is limited by the large number of 
steps required for convergence, the uniform kernel 
being preferred instead. 

The mean shift algorithm is attracted by a local 
maximum point if this maximum is unique in a 
limited neighborhood (inside a small hyper-sphere). 
Once the algorithm reaches a point close enough to 
a local maximum, it will converge to that maximum. 
The points that converge to the same local 
maximum form the so called basin of attraction of 
that local maximum [28].  

The stationary points returned by the mean shift 
algorithm have to be pruned in order to retain only 
the local maxima. A stationary point can be tested to 
determine whether it is or not a local maximum, by 
perturbing it with a low amplitude noise vector. If 
the algorithm converges again (with some tolerance) 
to the same stationary point, the point is a local 
maximum. The use of anisotropic symmetric kernels 
can improve the robustness of the mean shift 
algorithm [34]. Asymmetric kernels can further 
improve the performance, especially for video 
tracking algorithms [35], but their disadvantage is 
that in most cases they don’t have an analytical 
form.  
 

3.4 Color spaces 
In image and video processing applications, color is 
an essential characteristic of objects. The frames 
obtained from the camera are represented based on 
the Red, Green, Blue (RGB) color space. 

RGB is a device specific color space, as it was 
designed for CRT displays. RGB uses additive color 
mixing, which describes what kind of light must be 
emitted in order to produce a given color, starting 
from complete darkness. CMY (Cyan, Magenta, 
Yellow) is another device specific color space, 
designed for printers and uses subtractive color 
mixing (i.e. it describes what kind of inks must be 
applied on the paper in order to obtain a given color 
starting from white). 

In real situations lighting is not constant and a 
multitude of factors can cause variations in lighting 
(e.g. shadows from other objects, self-shadowing, 
switching between sunlight and overcast, artificial 
light etc.). The same object, exposed to different 
lighting conditions, appears to have different colors. 
Since the color of the object is used for tracking, the 
separation of brightness from chrominance is 
essential in order to have at least one component of 
the color model invariant to lighting changes. The 
RGB color space is not well suited for tracking, as it 
does not isolate the brightness and chrominance 
information (all the three components vary with 
illumination changes). A lot of research has been 
conducted in order to define lighting invariant color 
functions. The most widely used functions are the 
chromatic color models: normalized RGB, YUV, 
YCrCb, HSV and CIELAB [36]. 

CIE (fr. Commission Internationale de 
l'Eclairage) defined in 1931 the first color space 
based on measurements of human color perception, 
CIEXYZ. CIEXYZ is the basis for almost all other 
color spaces. The same CIE defined the CIELUV 
color space, as a modification of CIEXYZ to display 
color differences more conveniently. The necessity 
of a more perceptual linear color space led in 1976 
to the definition of the CIELAB color space. In 
CIELAB the three coordinates represent the 
lightness of the color (L*), its position between 
magenta and green (a*) and its position between 
yellow and blue (b*). 

YUV and YCrCb are other color spaces which 
use one lightness and two chrominance coordinates. 
YUV is used in PAL TV systems, while YCrCb is 
used in the very popular image and video 
compression standards JPEG and MPEG.  

The HSV (Hue, Saturation, Value) color space 
attempts to describe the perceptual color relationships 
more accurately than the RGB, while preserving a low 
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computational complexity. The three coordinates 
represent the color (hue), color’s concentration 
(saturation) and brightness (value). A conic 
representation of the HSV space is shown in figure 1. 
Hue is defined as an angle between 0° and 360°, while 
saturation and value range each from 0 to 1. 

Red 
(0°)

Yellow 
(60°)

Green 
(120°)

Cyan 
(180°)

Blue 
(240°)

Magenta 
(300°)

S

H

V

White (1.0)

Black 
(0.0)  

Fig. 1. Conic representation of the HSV color 
space 

The relations (10), (11) and (12) define the 
transformation from RGB to HSV. 
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The HSV color space is usually preferred in 

human skin tracking applications [11] because hue 
is less sensitive to different skin colors and because 
it is more robust to illumination changes. It was 
observed [11] that the hue of human skin is the same 
for all the races, except the albinos. Different races’ 
skins differ only in color saturation (i.e. dark-
skinned people have greater saturation, while light-
skinned people have lower saturation).  

It must be noted that for all the lighting invariant 
color functions mentioned above, the lighting 
invariance is guaranteed only under some particular 
assumptions. Violating these assumptions can 
severely influence the results of color analysis 
methods which use these color spaces. 

As shown in figure 1, HSV assumes that black is 
represented as R = G = B = 0, and all colors meet 
each other at this point at reduced brightness. 
Another assumption of HSV is correct white 
balance (i.e. all unsaturated colors – grays – have R 
= G = B). Violation of these assumptions may be 
caused by incorrect white balance, non-ideal camera 
sensitivity and heterogeneous lighting [36]. 

Theoretically, hue is invariant with illumination 
changes, but in the case of pixels with low 
brightness, the R, G and B values obtained from real 
cameras are low and severely affected by the camera 
noise. Transforming these values to HSV leads to 
low values of V and S, and noisy H, as shown in 
figure 1. The hue may also become noisy when the 
saturation is low, regardless of V. Depending on the 
lighting source, bright illuminated objects of light 
colors (i.e. high V) can get a hue close to that of the 
human skin. 

In order to use hue for tracking, all the pixels, 
which may produce a confusing hue for the tracker, 
must be removed from analysis. 

 
 

4 Outline of the proposed system 
Our purpose is to track and discriminate some hand 
gestures composed of multiple quasi-linear 
segments (strokes). The algorithm must be able to 
distinguish the gestures based on the number of 
segments, the angles between segments and the 
horizontal axis, the angles between consecutive 
segments and segments proportionality.  

Our approach is based on a restrictive definition 
of the gesture alphabet, each gesture being 
composed of a limited number of strokes, in order to 
maintain a low computational cost for the gesture 
recognition algorithm.  

The feature vector consists of 3 components: 
• number of strokes, 
• stroke angle sequence and 
• stroke lengths (optional). 
Using this definition for the feature vector the 

gesture recognition can be realized at a low 
computational cost, following a sequential syntactic 
analysis of the feature vector. The use of these 
parameters allows the definition of a variety of 
gestures which can be easily discriminated: square, 
wide/tall rectangle, triangle, Z, N vertical/horizontal 
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multiple strokes, cross etc. Each gesture may have a 
different meaning depending on the movement 
direction. For example one action can be associated 
with drawing a square clockwise, and another 
(possibly opposite) action can be associated with 
drawing a square counterclockwise. 

Initialize 
CamShift 

tracker

Static point
Record 

trajectory 
starting point

Movement

NO

Record new 
position

START

Trajectory 
segmentation

Feature 
extraction

Gesture 
discrimination STOP

YES

YES

NO

Static point

NO

YESTrajectory recording

 
Fig. 2. Flow diagram of the trajectory based 

recognition algorithm 

The total number of possible gestures composed 
of a certain number, n, of strokes using the 8 
directions is . For the first stroke, all the 8 
directions are possible. For each subsequent stroke 
only 7 possible directions are available (the 
direction of the previous stroke is excluded). Over 
3000 gestures are possible even with a maximum of 
only 4 strokes, and the total number of possible 
gestures increases exponentially with the number of 
strokes. 

18 7n−×

However, not all of the possible gestures can be 
used in practical applications (e.g. successions 
containing more than 2 strokes with positive vertical 

movement, yΔ , without at least one stroke with 
negative vertical movement, - , are very likely to 
exceed the frame space captured by the camera). 

yΔ

Robust kernel density estimation methods and 
the mean shift algorithm represent the backbone of 
the proposed dynamic gesture recognition solution. 
They are the core of the system’s 2 main 
components: tracking and trajectory segmentation. 
The method we propose, presented in figure 2, uses 
a CamShift tracker to track the hand of the user and 
saves a trajectory obtained from the centers of the 
tracked region. As the orientation of the tracked 
hand returned by the CamShift algorithm may have 
different meanings (not only the modification of the 
hand’s orientation) we choose not to use this 
parameter in the analysis of the gestures. The saved 
trajectory is then segmented into strokes. 
Considering all the gestures used are composed of a 
reduced number of strokes, information like number 
of strokes, average angles with horizontal axis, 
angles with neighboring segments and segments 
proportionality can be easily derived from the 
segmented trajectory. Finally, based on the extracted 
features the gesture is uniquely identified. 
 
 
5 System components description 
 
5.1 Tracking  
As the overall computational cost must be low, 
complex tracking solutions like those based on 
particle filters are not appropriate, and a tracking 
algorithm based on target representation and 
localization must be used. Such a solution is offered 
by the CamShift (Continuously Adaptive Mean 
Shift) algorithm introduced by Bradski [11]. An 
implementation of this algorithm is available in the 
OpenCV library [37]. 

The CamShift Algorithm mainly consists of the 
following steps:  

1. Choose the initial location of the search 
window; 

2. Mean Shift (one or many iterations); store the 
zeroth moment (distribution area or window size); 

3. Set the search window size equal to a function 
of the zeroth moment found in Step 2; 

4. Repeat Steps 2 and 3 until convergence. 
The algorithm outputs the center, size and 

orientation of the tracked object. The object 
trajectory can be obtained from the positions of the 
center of the object in successive frames.  

The region containing the hand to track must be 
firstly selected. Then, a mask is applied on the HSV 
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image in order to eliminate the pixels which have 
too small saturation and also pixels with too small 
or too big value. Hue is too noisy for these removed 
pixels. 

A model of the desired hue is created for the first 
frame using a color histogram. The CamShift 
algorithm is used to track the object in the next 
frames.  

CamShift operates on a color probability 
distribution image derived from color histograms. 
CamShift calculates the centroid of the 2D color 
probability distribution within its 2D window of 
calculation, re-centers the window, and then 
calculates the area for the next window size. Thus, 
in the next frame, it is not necessary to calculate the 
color probability distribution over the whole image, 
but only for a smaller image region surrounding the 
current CamShift window. This saves computational 
time when flesh color does not dominate the image 
[11].  

CAMSHIFT resolves the bandwidth selection 
problem by continuously re-scaling itself in a way 
that naturally fits the structure of the data. An 
object’s potential speed scales with its distance to the 
camera. But the area occupied by the object in the 
image also scales with the distance from the camera. 
Objects that are close to the camera can move 
rapidly, but they also occupy a large area in the image 
determining a large window size for CamShift, 
allowing it to catch the large movement. Objects that 
are far from the camera, occupy a small area in the 
image, reducing the CamShift’s window size, but, 
their apparent speed in the scene is proportional to the 
inverse of their distance from the camera, allowing 
the tracker to catch the object even at high real 
speeds. This natural adaptation to distribution scale 
and translation allows a successful tracking without 
the need for predictive filters or variables, thus saving 
important computational time [11]. 

 
 

5.2 Trajectory recording 
The consecutive centers of the tracked region define 
a relatively rough (noisy) trajectory, increasing the 
difficulty of strokes detection. Therefore the 
trajectory is smoothed so that each new trajectory 
point, , is obtained as a weighted average of the 
new measured point, , and the previous 
trajectory point, : 

[ ]t i

[ ]

[ ]m i

[ ]1t i −

([ ] ) [t iα ]t i m iα= + −1− 1 .  (13) 
The weighting parameter must be carefully 

chosen, as a too small value would oversmooth the 
trajectory, while larger values lead to relatively 

rough trajectories.  
The recording of a new gesture trajectory is 

triggered by a movement of the user’s hand 
occurring after a short interval (1-2 seconds) of 
static position. Minimum thresholds are imposed to 
the amplitude and speed of the movement in order 
to avoid false triggering due to tracking noise or 
hand trembling. The gesture trajectory recording 
ends when the movement speed falls below the 
imposed threshold for at least 1.5 seconds. 

 
 

5.3 Trajectory segmentation 
A set of angles with the horizontal axis is computed 
over the recorded trajectory. Computing the angle 
for each small segment determined by two 
consecutive points of the trajectory may result in a 
very noisy angle set, with many false angle 
discontinuities. This noise is caused by angles 
between trajectory points that are relatively close to 
each other, because the image is sampled on a 
rectangular grid. Selecting a reduced number of 
trajectory points using a fixed step (e.g. choosing 
each second or third point of the trajectory) results 
in a relatively smoothed angle set. To further 
improve the results, we chose to adaptively select 
trajectory points based on a threshold distance. An 
adequately chosen threshold distance significantly 
reduces the number of outliers in the resulting angle 
sequence. Even with the fixed step selection, a 
distance threshold must be imposed in order to 
avoid computing the angle if the two points have the 
same position. 

In order to split the trajectory into strokes, the 
ends of these strokes must be detected. The starting 
point of the trajectory is also the starting point of the 
first segment, and the end point of the trajectory is 
the end point of the last segment. All other strokes’ 
end points are detected as angle discontinuity points, 
the starting point of each segment being the end of 
the previous segment. A stroke discontinuity is 
detected as a point where the segment angle with the 
horizontal axis changes significantly. A threshold 
must be imposed on the minimum length of a stroke, 
in order to avoid detection of false strokes. 

As the raw angle set computed adaptively over 
the trajectory may still contain some outliers – 
especially around the strokes joint points – filtering 
is necessary in order to simplify the feature 
extraction process. 

In typical situations, median filtering within a 5 
angles window reduces the roughness of the angle 
sequence over a stroke, but used alone it is not very 
helpful when either very low or very high frequency 
noise is present.  
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A second filtering approach, we implemented 
and tested, uses an intelligent classification filter 
with a 7 angles window. Each of the 7 angles in the 
window is assigned to one of 8 angle classes, and 
the number of angles in each class is counted. 
Ideally all the angles over a stroke should belong to 
the same class. Exceptions may occur due to high 
segment angle noise or due to a neighboring stroke’s 
end/joint point. If at least 4 angles in the window 
belong to the same class, the processed angle is 
replaced with that class’s typical value. If either the 
resulting class differs from the current stroke’s class 
or no class has at least 4 representatives in the 
window, the filter advances and checks the next 
angles to detect if there is a new stroke, or just a 
noisy angle group. A new stroke is assumed if all 
the angles for a group of consecutive segments that 
cover the minimum stroke length are filtered to the 
same class. 

The third approach, we implemented and tested 
uses a mean shift based clustering of the angle set 
and is the most robust and efficient. A 2D 
anisotropic kernel obtained by multiplication of 2 
1D symmetric kernels with different profiles is used. 
Considering that the data vector, [ , ]pθ=x , 
consists of the segment angle, θ, and position in the 
angle sequence, p, the kernels for the two 
dimensions are: 

 
( )
( )

1

2

2
1 1

2
2 2

( ) ,

( )

g

g

G c g

G p c g p

θ θ= ⋅

= ⋅
 (14) 

Considering different bandwidths for the 2 
kernels, the resulting product kernel is: 

( ) 1 2

1 2

1 2

1 2 .

g g

p p

g g

p p

c c pG G G
h h h h

c c pG G
h h h h

θ θ

θ θ

θ

θ

⎡ ⎤⎛ ⎞⎡ ⎤⎛ ⎞
= ⋅ ⋅ ⋅⎢ ⎥⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦ ⎝ ⎠⎣ ⎦

⎛ ⎞⎛ ⎞
= ⋅ ⋅ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

x

(15) 

Bandwidth selection is an important problem in 
nonparametric methods and there is a considerable 
amount of literature concerning this aspect. A recent 
review of bandwidth selection techniques is 
presented in [38].  

Product kernels obtained by multiplication of 1D 
kernels with identical profiles but different 
bandwidths in different dimensions were used in 
[39]. Anisotropic kernels were also previously used 
in computer vision for image and video 
segmentation [40] and video tracking [34]. In the 
related approach, bilateral filtering, Tomasi and 
Manduchi [41] also use separable kernels for the 
space and range domains. The relationship between 

the bilateral filters and the mean shift algorithm is 
emphasized in [42]. 

 In order to guarantee the convergence of the 
mean shift algorithm, the shadows of both 1D 
kernels must be convex and monotonically 
decreasing so that their resulting 2D product kernel 
is also convex and monotonically decreasing. 

In the angle domain, a uniform kernel is used 
with an initial bandwidth, h, which may be later 
increased to merge clusters that are very close to 
each other in this domain. The shadow of the 
uniform kernel is the Epanechnikov kernel, which 
has a convex and monotonically decreasing profile, 
satisfying the convergence condition. If the mean 
shift algorithm is applied based only on the 
statistical information, some outliers may survive 
the filtering process (if they correspond to the 
cluster of a different stroke present in the trajectory). 

Spatial information is taken into account using a 
spatial isotropic kernel (e.g. triangular, 
Epanechnikov, normal) that assigns larger weights 
to the angles of the segments in the middle of the 
window and smaller weights to those in the 
extremities. Each of the above mentioned isotropic 
kernels have shadows that satisfy the convergence 
condition. 

Similar to the bilateral filtering approach, the 
mean shift is applied only for the angle dimension, 
while the kernel in the space domain does not 
change its central position between the mean shift 
iterations. 

Using the uniform kernel for angles and the 
Epanechnikov kernel for the spatial information (the 
position in the angle sequence) the mean shift vector 
becomes: 

( )
1 2

1
, ,

1 2
1

.
p

n
i i

i
i p

h h G n
i i

i p

p pG G
h h

ms
p pG G

h h

θ

θ

θ

θ θθ
θ θ

θ θ

=

=

⎛ ⎞⎛ ⎞− −
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∑

∑
 (16) 

Clusters with very few angles (not many enough 
to define a stroke) are removed from the analysis 
and the corresponding angles are assigned each to 
the spatial neighboring cluster that is the nearest in 
angle domain. Finally only clusters that correspond 
to plausible strokes are kept and the stroke ends are 
detected as points where the angle cluster changes in 
the angle sequence.  

In the mean shift clustering process, special care 
is taken for the angles in the intervals [180° – h, 
180°] and (–180°, h – 180°], due to the circular 
definition of the angle as shown in figure 3. 
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Fig. 3. Dealing with the circular definition of the 

angle for correct mean-shift clustering 

Therefore, if the center of the kernel window 
falls within the [180° – h, 180°], angles from the (–
180°, h – 180°] interval will also be taken into 
account by converting them to the (180°, h + 180°] 
domain. Similar, when the angle kernel window is 
centered on a value within the (–180°, h – 180°] 
interval, values from the [180° – h, 180°] interval 
will be taken into account by converting them to the 
[–180° – h, –180°]. Finally, if the resulting filtered 
value is outside the interval (–180°, 180°], it will be 
converted to fit this interval. 

The results obtained with the second and third 
filtering approaches are further improved if the 
median filtering is used as a preprocessing step. 

 
 

5.4 Feature extraction 
After the stroke ends are detected, the parameters of 
the trajectory are extracted. The useful parameters 
which must be extracted are: the number of strokes, 
the strokes’ angle sequence and the strokes’ lengths.  

A simple analysis of the mean shift filtered angle 
sequence obtained at the previous step allows the 
extraction of the required parameters angle and end 
points for each stroke, and total number of strokes.  
The strokes’ lengths can be easily obtained using the 
coordinates of the stroke ends.  

Each gesture known by the system is represented 
by a codified angle sequence. The angles of the 8 
directions allowed and the associated codes are 
presented in table 1. Opposite directions have 
complementary codes. 

 
Table 1 

θ [°] 0 45 90 135 –45 –90 –135 180
Code 0 1 2 3 4 5 6 7 

 
The angle of each stroke must be classified and 

assigned to one of the 8 classes. In order to assign 
the angle to a class, its value must fit a ±20° window 
around the standard value. A 5° guard space is left 
between consecutive windows as shown in figure 4.  

07

1
2

3

4
5

6

 
Fig. 4. Angle classes 

If a stroke’s angle falls within a guard space it is 
not possible to classify it and the analysis is stopped, 
invalidating the current gesture. 

The first angle of the sequence is the angle 
between the first stroke and the horizontal axis, 
while the next angles can be either the angles made 
by each stroke in the sequence with the horizontal 
axis or with the previous stroke. The second 
solution may increase the robustness to small global 
trajectory rotations, but reduces the possible 
gestures alphabet’s size.  

A global rotation correction may be applied to 
the strokes angle sequence if a large median 
deviation from the nearest class is detected. Figure 5 
shows an example of a 3-stroke gesture that exhibits 
a global –15° rotation. Direct classification of the 
strokes angle sequence (left side) produces the 
erroneous sequence (0°, –90°, 0°), while the global 
rotation correction allows a correct classification o 
the sequence to (0°, –135°, 0°). 

 
 
Fig. 5. Effect of global rotation correction 

At the end of the trajectory segmentation 
process, the endpoints of all strokes are known. As 
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all the valid strokes are assumed to be linear, it is 
straightforward to compute the approximate length 
for each stroke, as the Euclidean distance between 
its endpoints: 

( ) ( )2 2
1 1

1 1

,

( , ), ( , ) ( , ) coordinates of the 
                               i-th stroke endpoints

i i i i i

i i i i

l x x y y

x y x y x y
+ +

+ +

= − + −

−

 (17) 

  

 
5.5 Gesture discrimination 
The gesture discrimination process is very simple, 
and does not require complex classification based 
on curve matching. 

A gesture consists of a minimum of 2 strokes. 
Each gesture is uniquely identified based on: 

• number of strokes (>1), 
• angle sequence and 
• strokes proportionality (optional). 

 
Fig. 6. Sequential gesture discrimination 

The discrimination process is done sequentially, 
based on the 3 parameters, as shown in figure 6. As 

all the gestures that reach this processing step were 
already validated from the number of strokes and 
angle sequence point of view, these parameters are 
strict, while the stroke proportionality is allowed to 
vary within an error window.  

The first parameter to take into account when 
discriminating between gestures is the number of 
strokes. This step removes from further analysis all 
the gestures with different number of strokes. 

In the next step the angle sequence is decoded. In 
most cases this step is enough to uniquely identify 
the gesture and terminate the analysis.  

Some 4-stroke gesture codes (e.g. 
square/rectangle codes) need further classification 
based on strokes proportionality. The strokes 
proportions are allowed to vary within an error 
window. The error window must be chosen large 
enough to accommodate the imperfections of the 
hand drawn trajectory, but small enough to allow 
correct discrimination between different gestures. 
 
 
6 Results 
The hardware processing system we used to 
implement and test the solution was a PC with a 1.6 
GHz AMD Athlon XP processor and 768 MB of 
RAM. Video acquisition was realized using a 
commercial USB webcam with 352×288 video 
resolution. The software application was 
implemented in Visual C++ and some functions 
from the OpenCV library were used.  

 
Fig. 7. The CamShift tracker. 

Our application uses a tracker based on the 
CamShift function of the OpenCV library. This 
algorithm is able to track well a hand based on the 
hue, assuming saturation and value thresholds are 
relatively well calibrated and no occlusions with 
objects of similar color occur. Figure 7 presents the 
tracker focused on a hand. 
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Our practical tests revealed that a value of 0.4 
for the weighting parameter, α , in equation (13) 
produces a relatively smooth trajectory. A threshold 
distance of 3 pixels was used in the computation of 
the segments angle sequence, for the 352×288 frame 
size. A threshold was also imposed on the minimum 
length of a stroke, in order to avoid detection of 
false strokes. A reasonable value for this threshold 
is 1/10 of the image height. The initial bandwidth of 
the uniform kernel used in the angle domain is 20°, 
but may be later increased to merge clusters that are 
very close to each other in this domain. The 
bandwidth used for the Epanechnikov kernel in the 
position domain is 20.  

The use of Epanechnikov kernel in the position 
domain, even with such a large bandwidth, avoids taking 
into account angle values from a far stroke which could 
be similar to some noisy angles around the current 
processed position. Even if such angles would fall within 
the kernel window, their influence would be diminished 
by the small weights near the kernel window’s ends. 
Without using the kernel in the spatial domain, noisy 
angles may survive in the filtered angle sequence, if their 
values are similar to those of another stroke. 

The recorded trajectory for a 3-stroke gesture is 
presented in figure 8.  

 
Fig. 8. Trajectory of a 3-strokes gesture. 

Histograms for 2, 3 and 4-strokes gestures are 
presented in figure 9. The 3 histograms of subsection 
angles indicate that the subsection angles are clustered, 
allowing easy separation of the strokes.  

The resulting stroke angle sequence for the gesture 
in figure 8 is: 45°, -90°, 180° and the resulting coded 
sequence for this example is “1, 5, 7”. 

Tests were performed on a total number of 60 
gestures executed by 3 subjects in both daylight and 
artificial light. The tested gesture sequences were 
composed of 2, 3 and 4 variable length strokes, with 
sharp and/or right angles between consecutive strokes. 

a) 

b) 

c) 

Fig. 9. Angle histogram for: a) 2-stroke gesture, 
b) 3-stroke gesture, c) 4-stroke gesture. 

Figure 10 presents a histogram of standard 
deviations in raw angle sequences realized using 
70 strokes from 25 randomly chosen gestures. The 
standard deviation of the angle over a stroke 
varied between less than 5° for near linear strokes 
and over 30° for the rough ones. After combining 
median filtering and mean shift filtering the 
standard angle deviation over a stroke is reduced 
to 0° – 3°. 

 
Fig. 10. Histogram of the standard deviations 

over a set of 70 strokes 
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  Fig. 12. Segmented trajectory and extracted features  Fig. 11. Original and filtered angle sequences 
plot  

The mean shift based algorithm was able to 
correctly identify the gestures even under hardly 
challenging conditions like hand trembling or 
even short term target loses in a cluttered 
environment. Our algorithm runs in real time on 
the specified hardware system, being able to 
recognize successfully the gestures we tested so 
far.  

Figure 11.a) presents a high noise angle 
sequence obtained from a 3 stroke gesture, 
affected by hand trembling. The median filtered 
sequence is represented in figure 11.b). The 
classify-and-filter method leads in this case to an 
erroneous 5 strokes detected gesture (figure 
12.a)), while the mean shift based algorithm 
(figure 12.b)) is still able to correctly interpret the 
gesture as the 3 strokes 180°, 45°, -90°. 

 
 

7 Conclusions 
Other gesture recognition solutions, [43], [44], rely 
on processing different successions of shape and 
positions of the hand and achieve relatively good 

recognition rates at the price of significantly higher 
computational complexity.  

Our solution has a reduced computational 
complexity, using a mean-shift based tracker, 
trajectory segmentation and trivial syntactic, 
trajectory based gesture recognition. The project is 
still in an early phase, but the tests we were able to 
make so far reveal the reliability of the proposed 
solution. 

The low computational cost allows the use of the 
algorithm to implement HMIs on relatively cheap 
systems. The user can use the system with a 
minimal training. He may decide the gesture-action 
correspondence. 

Further developments include definition of some 
recommended optimized gesture alphabets and 
studying the possibility to relax the angle 
restrictions for some classes of gestures (e.g. allow 
equilateral triangles). An optimized alphabet 
involves the selection of gestures such that the 
general user can easily memorize and execute them. 
It is therefore desirable to select gestures composed 
of reduced number of strokes, representing some 
significant geometric shapes and minimizing the 
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possibility for the user to exceed the visual area of 
the camera while executing the gesture.  

An audio feedback to the user would also be 
useful, in order to allow it to focus its sight on its 
main activity (e.g. driving). The audio feedback is 
straightforward to implement (i.e. play a pre-
recorded audio track for each recognized gesture) 
and allows the user to know whether his gesture was 
correctly executed and correctly recognized by the 
system. Definition of a procedure for canceling the 
previous command is also necessary to allow the 
user to cancel a command generated by a wrong 
execution of a gesture. 

Some further developments are also possible in 
the tracking algorithm. The use of a more generally 
lighting invariant color function [36] and the use of 
some semantic information about the tracked object 
(human hand) can lead to the development of an 
automatic tracker initialization method and can also 
improve the tracking results under severe conditions 
like important lighting variance or long term 
occlusions [45]. 
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