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Abstract— Improper illumination andnedium dispersing could occur in quite some gragllenage collecting
processesContrast enhancement and clustering segmentat®mwar effective approaches for the related pattern
recognition problems. Image enhancement and imagmentation can be applied to different areas ieinse and
engineering, such as biometric identification, ol defense and resource exploration. Thus, adapthage
enhancement can be implemented to improve the imagkty and to reduce random noise simultaneouwghych is
used to adapt to the intensity distribution witlim image. Nonlinear K-means clustering can be epgdhr image
segmentation, which is to classify an image intdgp@hich have strong correlations with object®ider to reflect
the actual information being collected. For examjlecean be used against the effects from unevdidiributed
pressure or temperature condition under atmospheddum and water medium. To evaluate the actuasrof image
enhancement and image segmentation, some quargdagures should be taken into account. In this sadet of
gquantitative measures is proposed to evaluatenfloeniation flow of gray level image processing. Cepts of the
gray level energy, discrete entropy, relative gantrand mutual information are proposed to measuteomes of the

adaptive image enhancement and K-means image rihgste
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1 Introduction

Image enhancement and image segmentation can be
applied to different areas of science and engingeri
Except for illumination conditions, quality of imeg
is also affected by external noises and environatent
disturbances such as ambient pressure and temggeratu
fluctuations. Thus, image enhancement is necessary.
Approaches of contrast limited image enhancement vi
stretching the histograms over a reasonable dynamic
range and multi-scale adaptive histogram equatinati
can be developed. An adaptive algorithm is adajted
the image intensity distribution either globally or
locally. By separating smooth and detail areasrof a
image, the algorithm is applied to each of them to
avoid excessive enhancement of noises. In mostcas
quality of images is affected by atmosphere medium
and water medium, therefore image segmentation is
required, which is to classify an image into parts
which have strong correlations with objects in oride
reflect the actual information. Optimization is eyit
associated with image clustering, where the winner-
take-all (WTA) algorithm, nearest neighbor rule and
self organization network can be applied [3-7].
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To measure effects of image processing, information
measures need to be introduced. Stem from thermo-
dynamics, concepts of entropy, relative entropy,
energy and mutual information can be expanded to a
number of areas in signal processing and image
processing [1-2]. From literatures, some intergstin
results have been documented. For instance, the
entropy of a fuzzy set is viewed as a global measiir
the fuzziness of the fuzzy set and the energyfatay
set is viewed as a local measure, where the trade
relationship exists between the entropy of a fuzely
and information energy. In another case, the cdncep
of relative entropy is treated as the fitness fiomcof
genetic algorithms for the segmentation threshgldin
methods. As an unsupervised clustering technique,
fuzzy C-Means algorithm has been used to retrieve
from the database the color JPEG images with more
accurate results. Different geometric shape descsip
are presented for evaluating color image enhancemen
and color image segmentation based upon the study o
the equivalent class set to color vectors. Addéityn
in comparison with the potential discrete entromnf
Principle of Maximum Entropy, enhancement for
several different types of images can be investjat
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These measures are selected in practice to quantify
image enhancement, like image compression [8-13].
Accordingly, these measures are proposed to eealuat
effects of locally adaptive image enhancement
techniques in this research. On a basis of gragl lev
histograms, measures of the gray level energyretisc
entropy, relative entropy and mutual information of
images processes can be used to indicate infonmatio
flow throughout the image processing process [14-18

2 Adaptive Histogram Equalization for
| mage Enhancement

Image contrast enhancement is achieved using the
histogram equalization algorithms. It is inevitaktiat
certain types of noises could be amplified or iretlc
simultaneously. For this reason, the adaptive image
contrast enhancement scheme based on histogram
equalization is conducted. The images are separated
into a number of small regions. Within every small
region, the histogram is obtained under contrasit li
and then the exponential distribution is appliedaas
basis to create the contrast transform functione Th
new gray level assignment of pixels in each snoatl
region is specified by this contrast transformation
image enhancement. The gray level mapping from
each local histogram is then generated. In order to
avoid the occurrence of boundary artifacts arisemf
different neighborhoods of small regions and taaobt
an evenly distributed overall enhancement across th
entire regions, the bilinear interpolations amoogrf
different mappings are used together so that csintra
saturation problem is solved via contrast limittilun
results from adaptive equalization are satisfactory
Through this simple approach, excessive enhancement
of noises can be minimized.

As a general approach, this method has been applied
to a group of gray scale images, namely, the sgener
image of mount Hollywood, US capitol architecture
image, static southernmost point image and dynamic
deer image on summit of the Grouse Mountain. For
these gray scale images, histogram contains 256 bin
and the percentage of counts for each bin over the
summation will give rise to its probability distution.

The parameter for exponential functions, the faftior
contrast limiting and weights for bilinear interatbbn
may be adjusted to achieve quality outcomes. Using
this adaptive image enhancement methodology, from
Fig. 1 to Fig. 4, two types of original and enhahce
scenery and architecture images are listed; Frgm5-i

to Fig. 8, another two types of original and enleahc
static object and living creature images are listed
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Fg. 1 Original Image of Mount Hollywood

-

Fig. 4 Enhanced Image of US Capitol
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Fig. 5 Original Image of US Southernmost Point
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LG i B A
Fig. 7 Original Deer Image on Grouse Mountain
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Fig. 8 Enhanced Deer Image on Grouse Mountain

3 Nonliear K-Means Clustering for
I mage Segmentation

Image segmentatiols a useful working approach to
identify object contents for data analysis. It riees
the number of clusters be specified for partitignin
Centers of each cluster are defined initially, wahic
represent mean values of all those data pointbah t
cluster. A distance metric must be defined to g@ant
the relative distances of objects. The Euclidead an
Mahalanobis distances are 2 typical cases of distan
metrics. Distance measure is based on the spatial
grayscale color histograms of original underwater o
aerial images. The Mahalanobis metric distance has
been used, which is formulated as:

d=(s—%)"Ka™ (5- Xa) (1)
where X, is the cluster center of any layer A, s is any
point, d is the Mahalanobis distance, s inverse of
covariance matrix.

K-means clustering assigns each object a space
location. It classifies data sets through K numbger
clusters. An optimal statistical algorithm is usyal
selected for classification, which can be threshold
based, region based, edge based or surface Hdsed.
distances of any data point to different clustartees
are compared. The winner-take-all (WTA) competitive
learning technique is used in k-means algorithms so
that only one cluster centroid is updated for eapht.
Images will be decomposed into three recognized
physical entities. Clustering depends on partitadn
images into a set of layers. The WTA learning nekwo
classifies input vectors into one of three spedifie
numbers of categories according to clusters detente
the training dataset. The learning is performednn
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unsupervised mode. Each cluster center has its own
associated weight that is referred to asTle winner

has been defined as one whose cluster centerssstlo

to inputs.Thus, this mechanism allows the competition
for all input responses, but only one output isvact
each time. The unit that wins the competition is th
WTA cluster.

w;ix =min(wx) forj=1,2,3andi=1, 2,3 (2)

Wi+ W, +ws=1fori=1,2,3

Assume cluster center Y wins. Then the weight
increment of only Y is computed and updated as (3),
wherea is a small positive learning constant amd
decreases as the competitive learning progresses.

Aw; =a(x—wy), forj=1,2,3andi=1,2,3 (3)

To minimize the distortion, the K-means clustering
algorithm iterates between the cluster point ladgeli
and cluster center reassigning. Point labeling gsou
data points belong to the same cluster. At each
iteration, points are reassigned to the winningteren
Center reassigning recalculates centers for aditets.
This algorithm iterates between point labeling and
center reassigning procedures until the convergence
local stationary is achieved.

Fig. 9 Yellow Sea Original Image

All input data are sent to these algorithms, which
will identify all three clusters and associated pkas
with the selected winning cluster. The criterion
corresponds to finalizing the weight vector that is
closest to the input. Only winner weight vector is
adjusted. With a proper initial input vector, tHaster
center converges representing final clusters phpper
after enough number of iterations. Via clustering
procedures, objects are close to each other wéiham
of three clusters, and far from objects of othestrs.
The winner is actually the one with the weight wect
closest to the input vector. In Figs 10-12, thriesters
of aerial images are shown.
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Fig. 10 Cluster 1 of Yellow Sea Image

Fig. 11 Cluster 2 of Yellow Sea Image

Fig. 12 Cluster 3 of Yellow Sea Image
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4 Histogram and Probability Function

The histogram plot is used to display the brighénes
of the gray scale image, showing the occurrence of
pixel counts for all 256 intensity levels. Occurcerof
the gray level configuration may be described as co
occurrence matrices of relative frequencies. Tlen t
classification is based on features being derivethf
co-occurrence matrices of the images. The occugrenc
probability function of the gray level can be sigmpl
estimated from the histogram, which is formulated i
(4), where p(k) is the probability distribution ftion
and h(k) is the histogram function.

= Nk (4)
K

p(k) SThi

In Figs. 13-18, probability distributions of diffemt
original and processed images are plotted, whieh ar
used for calculation of quantitative measures.

Probability Distribution of Raw Image of Mount Hollywood
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Fig. 13 Probability Distribution of Mount Hollywood
Image

Probability Distribution of Raw Image of US Capitol
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Fig. 14 Probability Distribution of US Capitol Imag

ISSN: 1790-0832
185

Zhengmao Ye, Habib Mohamadian,
Su-Seng Pang, Sitharama lyengar

Probability Distribution of Raw Image of South Point of US
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Fig. 15 Probability Distribution of US South Point

% 10° Probability Distribution of Raw Deer Image on Grouse Mountain Summit

Fig. 16 Probability Distribution of Deer Image

Probability Distribution of Yellow Sea
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Fig. 17 Probability Distribution of Image Clustagin
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5 Discrete Gray Level Energy

The gray level energy measure indicates how the
gray levels are distributed. The formulation of gray
level energy is shown in (5), where E(X) represéms
gray level energy with 256 bins and p(i) referghe
probability distribution functions under differegtay
levels, which contains histogram counts. For aigpec
case when an image has a constant value of graly lev
the energy measure reaches its maxima of 1, asnshow
in (6). An image with larger energy can be comprdss
much easier than one with the smaller energy. The
larger energy corresponds to a lower number of gray
levels (simple) and the smaller one corresponda to
higher number of gray levels (complex).

E=3. plf ©)
max{E(opmax(y p() =1 ©
Table 1. Enzlrgy in Image Processing

gl | enenay | Eprercedenengy

Hollywood 0.0144 | Hollywood 0.0086

South Point  0.1185 South | 0.0400

US Capitol 0.0052 | US Capitol 0.0042
Mount 0.0161 Mount 0.0107
Deer Deer

Raw Image| Cluster 1 Cluster 2 Clusten 3
0.0089 0.2911 0.2895 0.2929

In Table 1, it can be seen that the enhanced images
using the adaptive histogram equalization algorithm
have the smaller gray level energy to some extent,
which means enhanced images are relatively complex
for all cases whose individual probability functson
decrease through nonlinear transformation anddalin
interpolation. For K-means clustering, all 3 indival
clusters are much simpler than the raw image.

6 Discrete Entropy

Entropy is the measure of the image information
content, which is interpreted as the average uaiogyt
of the information sourceDiscrete entropy is the
summation of the products of the probability of
outcome multiplied by the log of the inverse of

ISSN: 1790-0832
186

Zhengmao Ye, Habib Mohamadian,
Su-Seng Pang, Sitharama lyengar

probability of outcome, taking into consideratioofs
all possible outcomes {1, 2, ..., n} in the event,{x,
..., %}, where n is the gray level; p(i) is the
probability at the gray level of i, which contaialéthe
histogram counts. It is formulated as (7-8).

H0=Y plog, == 3" pllog,pl) (1)
> p0)=1 ®

The discrete entropy is a statistical measure of
randomness. The maximal entropy occurs when the
probabilities of all potential outcomes are eq\éhen
the outcome is a certainty, minimal entropy occurs
which is equivalent to zero. For image processihg,
discrete entropy is a measure how many bits needed
for coding image data. Discrete entropy of différen
original images and processed images are shown in
Table 2. It actually represents an average amofint o
information conveyed from each image. The results
have shown that the entropy of the enhanced inmgge i
slightly higher using adaptive histogram equalati
algorithms and bilinear interpolation. From another
aspect, it shows that enhanced images are relativel
complex. A relatively complex image has higher
entropy than a relatively simple image. When the
pixels in the image are distributed among more gray
levels, values of the corresponding discrete egtrop
increase. Similarly for K-means clustering, indivad
clusters are simpler than the raw image, thus small
values are obtained than that of the raw image.

Table 2. Entropy in Image Processing

Original Enhanced

Image Entropy Image Entropy
Hollywood 6.7456 | Hollywood 7.2698
South Pointf  4.3094 South | 5.7259
US Capitol 7.7024 | US Capitol 7.9365

Mount 6.4975 Mount 7.1024

Deer Deer
Raw Image| Cluster 1 Cluster 2 Clusten 3

7.0377 4.0337 4.0265 4.0418

Principle of maximum entropy can also be applied to
analyze the potential of image enhancement andamag
compression. Assume mutually exclusive propositions
have individual discrete probability distributionghe
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minimum information entropy of an image is equal to
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Table 4. Relative Entropy in Image Processing

zero when one of the distributions is definitelyetr
representing the most informative distribution c&3e
the other hand, when the distribution is uniforime t

maximum discrete entropy occurs with the discrete
entropy value of log(n) = 8 bits (n=256). In this case,

Mutual Cluster 1 Cluster 2 Cluster 3
Information
Raw Image | 18073 1.8113 1.8028

no proposition is superior to other propositiors)s,

the least informative distribution occurs. The dite
entropy provides a numerical measure between zero
and log (n), from most informative case to the totally
uninformative case. All quantities of discrete eptr

in these examples are within a range between Band
the latter of which is the maximum entropy possible

7 Relative Entropy

Suppose two discrete probability distributions tod t
processing images have the probability functionp of
and g. Relative entropy of p with respect to ghisnt
defined as the summation of all possible statethef
system which is formulated as (9).

_z p(|)|092 p( )

9
a0 (9)

Table 3. Relative Entropy in Image Processing

8 Mutual Information

From Table 3, relative entropy between a pair of
original and enhanced images is different. Thus,
relative entropy issues can be taken into accaont f
both aspects. Another concept of mutual information
I(X; Y) can be applied as well, which describes how
much information one variable tells about the other
variable. Its relationship is formulated as (10)

I06Y)= 3 p o, (X, Vlog, P Y)
O= 2 O 0100 G 1
=2 P (X10g, B () +3_ B (X, Y)log Py <>(<Y)Y> (10)

=H(X) - HX|Y)

where H(X) and H(X|Y) are values of the entropy
and conditional entropy;xp is the joint probability
density function; p and p are marginal probability
density functions. It can be explained as inforoati
that Y can tell about X is the reduction in uncetia
of X due to the existence of Y. It can also be rdgd
as the relative entropy between joint distributeond
product distribution. The results of mutual infotioa
in contrast enhancement and clustering segmentation
cases are shown in Table 5.

Table 5. Mutual Information Between Images

Enhanced Relative Enhanced Relative
v.s. Raw Entropy v.s. Raw Entropy
Mount 0.6898 | US Capitol | 02567
Hollywood
US South 1.7372 Deer on 1.1539
Point Summit
Raw v.s. Relative Raw v.s. Relative
Enhanced Entropy Enhanced Entropy
Mount 0.9860 | USCapitol 0.1255
Hollywood
US South 3.7373 Deer on 0.6132
Point Summit

Relative entropy is also referred to as the Kulibac
Leibler distance. In Table 3, relative entropy of
enhanced images with respect to original images has

been indicated. On the other hand, relative entafpy
original images with respect to enhanced images can
also be calculated, where p(i) and q(i) can be pedp

in (9). The different set of results is listed talic
style. It is shown relative entropy is non-symnetri
The relative entropy of three clusters with resgect
the raw image is listed in Table 4.
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Enhanced Mount Southern| US Mount
and Raw | Hollywood | Point | Capitol| Deer
Mutua.I 0.5239 1.4137| 0.6102 0.2303
Information

Mutual Cluster 1 Cluster 2 Cluster 3
Information

Raw Image | 30040 3.0152 2.9914

From Table 1 to Table 4, it has been shown that the
gray level energy, discrete entropy, relative gmtro
and mutual information have been successfully serve
as quantitative measures to evaluate the quality of
image enhancement and image segmentation. The
measures are useful to shorten the decision making
process in pattern recognition problems.
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9 Conclusions

The adaptive contrast enhancement methodology has

been applied to processing of various types of @mag
using histogram equalization algorithms. Then usefu
information is extracted and enhanced to avoidufeat
ambiguity. To eliminate artifacts generated by esis
throughout the image enhancement, the local adaptiv
histogram equalization is applied which is followsd

the interpolations among neighborhoods in order to
eliminate artificial boundaries. The image contiees
been stretched and results are satisfactory. Neanlin
K-means clustering has also been applied for image
segmentation, which is to classify an image intdspa
which have strong correlations with objects in oride
indicate intrinsic information. The optimal apprbas
selected for clustering. This approach also appbes
all possible small and large scale image processing
The results have shown the effectiveness of this

approach. Several quantitative measures are used to
evaluate the image processing techniques. The gray

level energy, discrete entropy, relative entropyl an

mutual information are all computed through the

image processing approaches. It provides valuable
studies for a wide variety of image processingiiel
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