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#### Abstract

The paper investigates a model for social network based on a growing network. The model we propose can fit the following two basic properties: (1) 'scale-free property' which has power law degree distribution, and (2) 'small-world property' which has high clustering coefficient. In addition, the model is modified for high hub connectivity which is a new concept in scale-free network. This study also provided an analysis of empirical data.
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## 1 Introduction

The signatures of complex network appear in many fields, such as biology [1], economy, computer science, and social networks [2]. In these fields, the social network models [3] [4] [5] [6] [7] have been used for the simulation of epidemiological transmission [8], rumor spreading [9] and the spread of computer viruses in email network [10]. Since social networks can be found in many aspects of our lives, it is worth to investigate how they work precisely. In this paper, we propose a scale-free property with tunable clustering coefficient social network model based on a growing network. Then we modify the network model according to $s_{\text {max }}$ property. In addition, this study includes the analysis of real social network data.

### 1.1 Scale-Free

A scale-free network is inspired by empirical studies such as the Internet backbone network [11], web documents link network [12], and email network [13]. The characteristic property of scale-free network is that it consists of a few large connected nodes and many nodes with small connectivity. Barabási and Albert proposed an algorithm to construct a scale-free network [14].The network grows by adding one new node at a time, denoted by $t$, that connects to m nodes already in the network by a probability function. The connecting probability depends on the node degree it was connected to. For node $i$ with node degree $k_{i}$, the connecting probability is denoted by

$$
\begin{equation*}
\Pi\left(k_{i}\right)=\frac{k_{i}}{\sum_{j} k_{j}} . \tag{1}
\end{equation*}
$$

The connectivity distribution $\operatorname{pr}(k)$ of the resulting network, which is defined by the probability of a node having $k$ edges. The connectivity distribution for scale-free networks is a decaying function of $k$ 's power following

$$
\begin{equation*}
p r(k)=k^{-\gamma} \tag{2}
\end{equation*}
$$

This phenomenon is sometimes called power law distribution and $\gamma$ is the tail index. Power law degree distribution is considered as a defining characteristic between real communication network and random network. The BA model for scale-free network construction with a preferential attachment strategy creates a scale-free network with tail index $\gamma=3$.

### 1.2 Small-World

The small-world network is known to have both small average network distance and large clustering coefficient. The average distance between network nodes, denoted by $L$,

$$
\begin{equation*}
L=\frac{\sum_{i=1, j>i}^{N} \delta(i, j)}{N(N-1) / 2}, \tag{3}
\end{equation*}
$$

where $\delta(i, j)$ is the distance of shortest path between node $i$ and node $j$, and $N$ is the number of nodes in the network. The $L$ indicates the average distance to communicate from one node to the other.

The clustering coefficient describes how close among the neighbors of a node. The formula of calculating clustering coefficient of node $i$ is the ratio of actual number of edges connecting these nodes in its $k$ neighbors to the number of edges in a fully connected network of the $k$ nodes, denoted by $C_{i}$,

$$
\begin{equation*}
C_{i}=\frac{2 E_{i}}{k_{i}\left(k_{i}-1\right)}, \tag{4}
\end{equation*}
$$

where $E_{i}$ stands for the number of edges in the subnetwork formed by node $i$ and its $E_{i}$ neighbors. The clustering coefficient of the entire network is defined as the average of all nodes

$$
\begin{equation*}
C=\frac{\sum_{i=1}^{N} C_{i}}{N} \tag{5}
\end{equation*}
$$

In 1998, Watts and Strogatz [15] proposed a small-world model that formally defines an algorithm to construct and analyze such network. The WS network model is based on a regular lattice network and a re-wiring probability $p$. Each edge in the base regular network is modified with probability $p$ to re-connect to a different destination node. For $p=0$ the original lattice network is unchanged. As $p$ increases the network becomes increasingly disordered until for $p=1$ all edges are rewired randomly. Increasing $p$ increases randomness.

### 1.3 S-metric

In 2005, Li et al. [16] defined an "s-metric", that measures the extent to which high-degree nodes connect to other high-degree nodes. Let $g$ be an undirected graph with edge-set $\mathcal{E}$, and let degree of node $i$ be $d_{i}$, then define the metric

$$
\begin{equation*}
s(g)=\sum_{(i, j) \in \varepsilon} d_{i} d_{j}, \tag{6}
\end{equation*}
$$

and the $s_{\text {max }}$ is the maximum value of $s(g)$. The value of $s(g) / s_{\text {max }}$, denoted by $S$, describes the level of a large high-degree nodes connected to another large high-degree nodes, and it is more close to 1 if more high-degree nodes are connected in the network. In this paper, we use the algorithm, shown in Table 1, to implement the $s_{\max }$ in simple graph. The time complexity of the algorithm is $\mathrm{O}\left(\mathrm{n}^{2} \operatorname{lgn}\right)$, since there is a sorting algorithm for square edge set.

## 2 Empirical Networks

Many real world social networks such as the collaboration network of movie actors [17], email communication of students [7], and the coauthorship network of neuroscientists [3], show both the property of the small-world and that of the scalefree. We collected a real data from the People Fisher Website, denoted by PFW, at September 2006 [18], which is a web site of a blog style. Everyone can create a blog, share photos, and make new friends in the web site. We analyzed the user data with their setting of friends. If user A considers user B as his/her friend while user B also sets user A as his/her friend in their web pages, then one edge between node A and B is added. The total number of users on the web site is 2789 , and the largest connected network consists of 2738 nodes and 9333 edges.

Fig. 1 shows the degree distribution of the PFW network, and it shows the scale-free property obviously. Table 2 is the resulting average distance $L$, clustering coefficient $C$, tail index $\gamma$ and s-metric $S$.

In the PFW network, the average distance $L$ is very small, since the maximum node degree, the creator of the website, is 2629 . The creator sets about $96 \%$ of the total users to be his friends. Therefore, in terms of s-metric, this causes the results in the maximum node greater than the second node by a large amount.

Table 1 The algorithm of $s_{\max }$ in simple graph.
Step 1. Let edge set $\mathcal{E}^{\prime}=\bigcup_{i=1, j>i}^{N} d_{i} d_{j}$
Step 2. Sort edge set $\varepsilon^{\prime}$ in decreasing order.
Step 3. Construct a new graph $g^{\prime}$ with $\varepsilon^{\prime}$ in order without multi-link, and keep its degree sequence constant.
Step 4. Calculate $s\left(g^{\prime}\right)$ for the new graph, which is $s_{\max }$.

Table 2 The empirical data of the PFW network.

| Node $N$ | 2738 |
| :--- | :--- |
| Average degree $k$ | 6.817 |
| Tail index $\gamma$ | 1.292 |
| Clustering coefficient $C$ | 0.268 |
| Average distance $L$ | 2.073 |
| S-metric $S$ | 0.839 |



Fig. 1 The log-log degree distribution plot of the PFW network, the slope of the line is -1.292 .

## 3 New Model

We proposed a model based on the BA model to describe social network topology. The BA model constructs a scale-free network with decreasing clustering coefficient when network size $N$ increases. We add a parameter $f$ to increase the clustering coefficient by increasing the probability of friendship in the network. For example, when you know a nice person, you may want to know his/her friend. At last, when the network is constructed, we then add extra edges to satisfy the average degree of the real network that is what we need.

The average degree $K$ in BA model is

$$
\begin{equation*}
K=\frac{2 m t}{t+m_{0}}, \tag{7}
\end{equation*}
$$

when $t$ is large enough, the average degree $K$ will nearly equal to $2 m$ which is almost even number. In the real world, the degree of most networks will not be even, so we add extra edges to fit the average degree $k$ of the real network. The number of extra edges should be added to the network is

$$
\begin{equation*}
N(k-K) / 2=N\left(k-\frac{2 m t}{t+m_{0}}\right) / 2 . \tag{8}
\end{equation*}
$$

When adding the extra edges $(i, j)$ which follows the weight of $s_{\text {max }}$ probability:

$$
\begin{equation*}
P(i, j)=\frac{d_{i} d_{j}}{\sum d_{i} d_{j}},(i, j) \notin \mathcal{E}, \text { and } i \neq j . \tag{9}
\end{equation*}
$$

It will make the large hub-nodes have large probability to connect to large ones rather than small degree nodes connect to other small nodes. The
reason is that each person has only limited time, so he/she would rather choose to meet a famous person than others. Furthermore, if we hope the negotiation will be more successful in a social network, the famous person is likely to know more other famous persons. For example, in a company, there are usually some departments. If the leaders of the departments not direct communicate with other leaders, the negotiation of the social network will not smooth. Thus, the high-degree nodes of a social network should have more large probability to connect to other ones.

To avoid the "winners take all" phenomenon [19] in adding extra edges phase, we add a parameter $x$ to adjust the weight of $s_{\max }$. The probability $x$ is for preferential attachment of $s_{\max }$ and 1-x is for uniform attachment. So (9) will be modified to

$$
\begin{align*}
& P(i, j)=x \frac{d_{i} d_{j}}{\sum d_{i} d_{j}}+(1-x) \frac{1}{\sum(i, j)}, \\
& (i, j) \notin \varepsilon, \text { and } i \neq j . \tag{10}
\end{align*}
$$

In adding one new node and its edges, we define its preferential attachment as PA, and the attachment of making friend as FA. Table 3 shows the comparison with our model, the growing model proposed by Holme and Kim [4], and the dynamic model proposed by Tsai, Lin and Hsiao [7] when adding one new node. The main difference of three models is whom is the FA connecting to. The step by step diagram of our model when adding one new node shows in Fig. 2.

In fact, the tunable clustering coefficient methods of the three models are not too different, and we do not compare them in detail. The only thing that we want to do is to show that we do not need use the same way to control the clustering coefficient.

Table 3 The comparison with three models when adding one new node. The " $\varangle$ " means FA connects to the neighbor node of PA or FA.

|  | The steps of PA and FA |
| :--- | :---: |
| Our model | $\mathrm{PA}_{1} \varangle-\mathrm{FA}_{1}, \mathrm{PA}_{2}, \mathrm{PA}_{3},-\mathrm{FA}_{2},-\mathrm{FA}_{3}, \leftarrow \mathrm{FA}_{4}, \ldots$ |
| Growing <br> model $[4]$ | $\mathrm{PA}_{1} \varangle-\mathrm{FA}_{1}, \mathrm{PA}_{2}, \mathrm{PA}_{3},-\mathrm{FA}_{2}, \mathrm{FA}_{3}, \mathrm{FA}_{4}, \ldots$ |
| Dynamic <br> model $[7]$ | $\mathrm{PA}_{1} \varangle \mathrm{FA}_{1}, \mathrm{PA}_{2}, \mathrm{PA}_{3}, \mathrm{FA}_{2}, \mathrm{FA}_{3}, \mathrm{FA}_{4}, \ldots$ |



Fig. 2 The double circle nodes are the neighbor nodes of PA or FA. (a) $\mathrm{FA}_{1}$ connects to the neighbor node of $\mathrm{PA}_{1}$; (b) $\mathrm{FA}_{2}$ connects to the neighbor node of $\mathrm{PA}_{3}$; (c) $\mathrm{FA}_{3}$ connects to the neighbor node of $\mathrm{FA}_{2}$; (d) $\mathrm{FA}_{4}$ connects to the neighbor node of $\mathrm{FA}_{3}$.

## 4 Simulations and Discussion

We use our model to simulate the proposed social network model and compare with the PFW experimental results. Table 4 summarized the comparison. In the simulation, we use (9), that is $x=1$ in (10), in the proposed model since the $S$ of the PFW network is too large, and the suitable $f$ in our model for the PFW network is 0.35 . Fig. 3 shows the degree distribution of our model for the PFW network with $f=0.35$, and it shows the scale-free property. Fig. 4 demonstrates the $S$ in two conditions: constructed network before extra edges added, and extra edges added by (9) for $s_{\max }$ and by (10) for random when $x=0$ with different $f$. We find that our model can raise the $S$ significantly. Fig. 5 shows the clustering coefficient relationship with the same parameters of Fig. 4, and this is absolutely for large $f$ made large $C$. Fig. 6 shows the tail index relationship with the same parameters of Fig. 4, and the more $f$ makes, the less $\gamma$ is.

At the same time, we use other parameters to simulate the social network. Fig. 7 shows the results of $S$ with $N=2000, m=3$ and $f=0.10$ for various additional edges. We find that more extra edges added by (10) with larger $x$, the higher the $S$ will become than by random when $x=0$. In the right portion of this figure, the breadth of increasing is lower than left. The reason is that the more additional edges added by $s_{\text {max }}$ property cause the most large high-degree nodes to be connected, and this is less helpful for the $S$ by connecting nodes with small degree.

Fig. 8 shows the clustering coefficient $C$ with the same parameters of Fig. 7. When we add additional edges by (10) with larger $x$, the $C$ will increase slowly; but if we add by (10) with $x$ below 0.3 , the result is decreasing $C$. The reason is that the more large hub-nodes connected make the neighbor nodes of the large-hub nodes will be large ones.

Fig. 9 demonstrates the tail index $\gamma$ with the same parameters of Fig. 8. We find that the more additional edges added by (10) with larger $x$, the lower $\gamma$ will become than by (10) with small $x$. The reason is that (10) will make large hub-nodes become larger when $x=1$, and the position of these nodes will be on the right portion in $\log -\log$ degree distribution plot, and that causes the slope of line, that is $-\gamma$, to appear flatter than before, thus resulting in smaller $\gamma$.


Fig. 3 The log-log degree distribution plot of our model with $N=2738, k=6.817, f=0.35$. The slope of the line is -1.290 .

Table 4 The comparison between the PFW and our model.

|  | PFW | The different parameter $f$ in our model with parameter $x$ set 1 for all the cases. |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $f=0.05$ | $f=0.10$ | $f=0.15$ | $f=0.20$ | $f=0.25$ | $f=0.30$ | $f=0.35$ | $f=0.40$ | $f=0.45$ |
| $C$ | 0.268 | 0.106 | 0.130 | 0.157 | 0.184 | 0.214 | 0.245 | 0.276 | 0.307 | 0.338 |
| $\gamma$ | 1.292 | 1.557 | 1.509 | 1.468 | 1.416 | 1.374 | 1.328 | 1.285 | 1.238 | 1.194 |
| $L$ | 2.073 | 3.133 | 3.112 | 3.110 | 3.088 | 2.975 | 2.973 | 2.972 | 2.875 | 2.820 |
| $S$ | 0.839 | 0.816 | 0.795 | 0.758 | 0.734 | 0.721 | 0.717 | 0.715 | 0.713 | 0.711 |



Fig. 4 The value of $S$ with $N=2738, f=0.05 \sim 0.55$. The average degree $K$ by (7) in the constructed network before extra edges added is 5.991 , and the $k$ of the others after edges added by (8) is 6.817 .


Fig. 5 The clustering coefficient $C$ with $N=2738$, $f=0.05 \sim 0.55$. The average degree $K$ by (7) in the constructed network before extra edges added is 5.991, and the $k$ of the others after edges added by (8) is 6.817 .


Fig. 6 The tail index $\gamma$ with $N=2738, f=0.05 \sim 0.55$. The average degree $K$ by (7) in the constructed network before extra edges added is 5.991, and the $k$ of the others after edges added by (8) is 6.817 .


Fig. 7 The $S$ with $N=2000, m=3, f=0.10$, and the extra edges added are from 100 to 1000 . The parameter $x$ is from 0 to 1 .


Fig. 8 The clustering coefficient C with $N=2000$, $m=3, f=0.10$, and the extra edges added are from 100 to 1000 .


Fig. 9 The tail index $\gamma$ with $N=2000, m=3, f=0.10$, and the extra edges added are from 100 to 1000 .

## 5 Conclusions and Future Work

In this paper, we present a social network model that combines the degree distribution property of a scalefree network model and the clustering coefficient
property of a small-world network. In the connectivity of high-degree nodes, our model can provide very high value when parameter $x=1$ than random when $x=0$. In addition, the simulation result of the proposed model closely matches the empirical network degree distribution and the clustering coefficient. Although the shortest path and s-metric can not fit perfectly, since the maximum node of empirical network is too large, our model still provide a good way to tune the level of high hub connectivity.

The social network analysis can be used in business for improving knowledge creation and
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