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Abstract: - The paper is devoted to linear and weakly nonlinear stability analysis of shallow mixing layers. The 

radius of curvature is assumed to be large. Linear stability problem is solved numerically using collocation 

method based on Chebyshev polynomials. It is shown that for stably curved mixing layers curvature has a 

stabilizing effect on the flow. Weakly nonlinear theory is used to derive an amplitude evolution equation for the 

most unstable mode. It is shown that the evolution equation in this case is the Ginzburg-Landau equation with 

complex coefficients. Explicit formulas for the calculation of the coefficients of the Ginzburg-Landau equation 

are derived. Numerical algorithm for the computation of the coefficients is described in detail.  
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1 Introduction 
Shallow mixing layers occur in many engineering 

applications. Flows in compound and composite 

channels and flows at river junctions are typical 

examples of shallow mixing layers. Methods of 

analysis of shallow mixing layers include 

experimental investigation, numerical modeling and 

stability analysis [1].  Experimental investigation of 

shallow mixing layers is conducted in many papers 

[2]-[4]. It is shown in [2]-[4] that bottom friction 

plays an important role in suppressing perturbations. 

In addition, the rate of growth of the mixing layer is 

also reduced in comparison with free mixing layers.   

Linear stability analysis of shallow flows is 

performed in [5]-[10]. Rigid-lid assumption is used 

in [5] to determine the critical values of the bed 

friction number for wake flows and mixing layers. 

The applicability of the rigid-lid assumption to the 

stability analyses of shallow flows is analyzed in [6] 

where it is shown that for small Froude numbers the 

error in using the rigid-lid assumption is quite small. 

The effect of Froude number of the stability of 

shallow mixing layers in compound and composite 

channels is studied in [8]. The results presented in 

[5]-[10] show that the bed friction number stabilizes 

the flow and reduces the growth of a mixing layer. 

Centrifugal instability can also occur in shallow 

mixing layers. The effect of small curvature of the 

stability of free mixing layers is investigated in [11].  

It is shown in [11] that curvature has a stabilizing 

effect on a stably curved mixing layer and 

destabilizing effect on unstably curved mixing layer.  

Linear stability analysis can be used to determine 

how a particular flow becomes unstable. Critical 

values of the parameters (for example, critical bed 

friction number, critical wave number and so on) are 

also estimated from the linear stability theory. 

Development of instability above the threshold 

cannot be analyzed by linear theory. Weakly 

nonlinear theories [12], [13] are used in order to 

construct an amplitude evolution equation for the 

most unstable mode. These theories are based on the 

method of multiple scales [14] and are applicable if 

the flow is unstable but the value of the parameter 

(for example, Reynolds number or bed friction 

number for shallow flows) is close to the critical 

value. In this case the growth rate of unstable 

perturbation is small and one can hope to analyze 

the development of instability by means of 

relatively simple evolution equations. Such an 

approach is used in [12] for plane Poiseuille flow, in 

[15] and [16] in order to analyze instability of waves 

generated by wind and in [10], [17]-[19] for shallow 

wake flows.  In fact, amplitude equations are used in 

the literature in two ways. First, a particular form of 

the evolution equation is selected apriori and the 

coefficients of the equation are estimated from 

experimental data. Then the equation with estimated 

coefficients is used to model the phenomenon of 

interest. Second, one can actually derive an 
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evolution equation from the equations of motion. 

This approach is used in [10], [12], [15], [17] and 

[19]where it is shown that for two-dimensional 

cases the evolution equation is the complex 

Ginzbrug-Landau equation.   

In the present paper we perform linear stability 

analysis of slightly curved shallow mixing layers. 

The critical values of the stability parameters are 

evaluated. Weakly nonlinear theory is used later to 

derive an amplitude evolution equation for the most 

unstable mode. It is shown that the evolution 

equation is the Ginzburg-Landau equation with 

complex coefficients. Explicit formulas for the 

calculation of the coefficients of the Ginzburg-

Landau equation are presented. Details of the 

numerical algorithm are discussed.  

 

 

2 Linear stability problem 
We consider shallow water equations of the 

following form 
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where u and v are the depth-averaged velocity 

components in the x and y -directions, respectively, 

x is the direction along the streamline, y is 

perpendicular to x , p is the pressure, h is water 

depth, fc is the friction coefficient and R is the 

radius of curvature. It is assumed here that 

1/1 <<R .  

Introducing the stream function by the relations  
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and eliminating the pressure we rewrite the system 

(1)-(3) in the form 

 

,0)2

(
22

2
)()()(

2

2

22

22

=++

+
++∆+

+∆−∆+∆

xxxxyyx

yyy

yx

f

yx

f

xyyyxxyt

h

c

h

c

R

ψψψψψ

ψψ
ψψ

ψψψ

ψψψψψψψ

  (5) 

 

where the subscripts indicate the derivatives with 

respect to the variables yx, and t and 
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Consider a perturbed solution to (5) in the form 
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where the role of the parameter ε will be clarified 

later. The base flow )(0 yu is related to )(0 yψ by 

the formula yu 00 ψ= .  

      In a classical theory of hydrodynamic stability 

[20] the base flow is usually a simple solution of the 

equations of motion. As an example we consider the 

Navier-Stokes equations where the velocity vector 

has only one nonzero component which is a function 

of a radial coordinate only. Solving the Navier-

Stokes equations we obtain a parabolic velocity 

distribution (the Poiseuille flow). This approach 

does not work for shallow water equations: it is not 

possible to find a simple analytical solution 

)(0 yu of (1)-(3). Base flows in the case of shallow 

water equations are usually chosen in the form of 

relatively simple model velocity profiles such as 

hyperbolic tangent profile for shallow mixing layers 

or hyperbolic secant profile for shallow wake flows. 

These profiles are chosen on the basis of careful 

analysis of available experimental data. The 

following two base flow profiles will be used below: 

 

yyu tanh2)(0 += ,                                         (7) 

 yyu tanh2)(0 −= .                                        (8) 

 

Profile (7) corresponds to stably curved mixing 

layer (the high-speed stream is on the outside of the 

low-speed stream) while profile (8) represents 

unstably curved mixing layer (the high-speed stream 

in on the inside of the low-speed stream).                                 
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      Substituting (6) into (5) and linearizing the 

resulting equation in the neighborhood of the base 

flow )(0 yu we obtain  

 

,011 =ψL                                                          (9) 

 

where  
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Using the method of normal modes we seek the 

solution to (9) in the form 

 

)],(exp[)(),,( 11 ctxikytyx −= ϕψ                  (11) 

 

where k is the wave number, c is the phase speed 

and )(1 yϕ is the amplitude of the normal 

perturbation. Substituting (11) into (9) we obtain  
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and hbcS f /= is the stability parameter ( b is the 

characteristic length scale).  

The boundary conditions are 

 

.0)(1 =±∞ϕ                                                   (14) 

 

Problem (12)-(14) is an eigenvalue problem. The 

complex eigenvalues ir iccc += determine the 

linear stability of the base flow )(0 yu which is said 

to be stable if all 0<ic and unstable if at least one 

0>ic . The condition  

 

0=ic                                                            (15) 

 

corresponds to neutrally stable perturbations.  

 

 

2.1 Numerical method 
The pseudospectral collocation method based on 

Chebyshev polynomials is used to solve eigenvalue 

problem (12)-(14) numerically. The interval 

+∞<<∞− y is transformed into the interval 

)1,1(− by means of the transformation 

yr arctan
2

π
= . The solution to (12) is then sought 

in the form 
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where rjrT j arccoscos)( = is the Chebyshev 

polynomial of the first kind of degree j and ja are 

unknown coefficients. The following set of 

collocation points is used to solve (12), (14): 
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N

m
rm

π
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Substituting (16) into (12) and evaluating the 

function )(1 rϕ and its derivatives up to order two 

inclusive at the collocation points (17) we obtain the 

generalized eigenvalue problem of the form 

 

,0)( =− acDB                                                (18) 

 

where B and D are complex-values matrices and 
T

Naaaa )...( 110 −= . More detailed description of 

the numerical algorithm is given in Subsection 3.1 

in the context of weakly nonlinear calculations. 

    The factor 
21 r− guarantees that the boundary 

conditions (14) in terms of the new variable r are 

satisfied automatically at 1±=r . There are at least 

two reasons why solutions of the form (16) are more 

convenient than those obtained by “classical” 

collocation methods [21]: (a) the use of the base 

functions that satisfy the given zero boundary 

conditions considerably reduces the condition 

number [22] and (b) the matrix D in (18) is not 

singular. Problem (18) is solved numerically by 

means of the IMSL routine DGVCCG.  

    The results of numerical calculations are 

presented in Figs. 1 and 2. Three neutral stability 

curves for the case of stably curved mixing layer 

(base flow profile (7)) are shown in Fig. 1 for the 

following values of the parameter 02.0,0:/1 R and 

0.04 (from top to bottom). The flow becomes more 

stable as curvature increases. 
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Fig.1. Neutral stability curves for base flow 

profile (7). The values of the parameter R/1 are 

0, 0.02 and 0.04 (from top to bottom). 

 

Neutral stability curves for the case of unstably 

curved mixing layer (base flow profile (8)) are 

shown in Fig. 2. As can be seen from the figure, 

curvature has a destabilizing influnece on the 

flow (the critical values of the stability 

parameter S increase as R/1 increases).  

 

 
 

Fig.2. Neutral stability curves for base flow 

profile (8). The values of the parameter R/1 are 

0, 0.02 and 0.04 (from bottom to top). 
 

 

 

3 Weakly nonlinear analysis 
Using linear stability theory one can determine the 

conditions under which a particular flow becomes 

unstable. Numerical solution of the corresponding 

eigenvalue problem allows one to obtain the critical 

values of the parameters of the problem and 

determine the structure of the unstable mode. 

However, linear theory cannot be used to predict the 

evolution of the most unstable mode above the 

threshold. In the unstable region perturbation grows 

exponentially with time (see (11)). If the growth rate 

is large then nonlinear effects quickly become 

dominant and there is little hope to analyze the 

development of instability analytically. However, if 

the growth rate of the unstable mode is relatively 

small then weakly nonlinear theories can be used in 

order to develop an amplitude evolution equation 

for the most unstable mode.  Such equations are 

obtained in the past for the case of plane Poiseuille 

flow, shallow water flows, waves on the surface 

generated by wind and in some other situations (see 

[10], [12], [15]-[19]).     

    Suppose that cc kS , and cc are the critical values 

of the stability parameter, wave number and wave 

speed, respectively. Then the most unstable mode 

(in accordance with the linear theory) is given by 

(11) with cc kkSS == ,  and ccc = where the 

eigenfunction )(1 yϕ can be replaced by )(1 yCϕ . 

The constant C cannot be determined from the 

linear stability theory. In order to analyze the 

development of instability analytically in the 

framework of weakly nonlinear theory we consider 

a small neighborhood of the critical point in the 

),( Sk -plane where parameter S is assumed to be 

slightly below the critical value:  

 

).1( 2ε−= cSS  

 

The constant C in this case will be replaced by a 

slowly varying amplitude function A . Following 

the paper by Stewartson and Stuart [12] we 

introduce the “slow” time and longitudinal 

coordinates τ and ξ by the relations 

 

),(,2 tcxt g−== εξετ  

 

where gc is the group velocity. Thus, 

),( τξAA = and the function 1ψ in (11) now has the 

form 
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where the abbreviation c.c. means the complex 

conjugate.  
    The stream function in (6) can be represented as 

follows: 

 

)).(),,(,,,( ttxtyx τξψψ =  

 

Using the chain rule we can rewrite the derivatives 

of ψ with respect to t and x in the form 
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In other words, the differential operators 
t∂
∂

and 

x∂
∂

are replaced by 
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Substituting (6) into (5), using (20), (21) and 

collecting the terms of order 
2ε we obtain the 

following equation for the function 2ψ : 
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Note that the operator 1L on the left-hand side of 

(22) is the same as in (9) and it will be the same for 

all orders in ε .  

     Similarly, collecting the terms of order 
3ε we 

obtain  
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    Next, we consider the solution of (22). It can be 

shown that substituting (19) into the right-hand side 

of (22) the following three groups of terms will 

emerge: (a) the terms that are independent on time, 

(b) the terms proportional to the first harmonic 

)](exp[ ctxik − , and (c) the terms proportional 

to the second harmonic )](2exp[ ctxik −  (here 

and in sequel we drop the subscripts and use the 

notation ckk = and ccc = for convenience). 

Thus, the function 2ψ should also contain the 

same three groups of terms. More precisely, we 

seek the solution to (22) in the form 
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where )(),( )1(

2

)0(

2 yy ϕϕ and )()2(

2 yϕ are unknown 

functions of y ,
*A denotes the complex conjugate 

of A , the superscript reflects the index of the 

harmonic component and the subscript represents 

the order of approximation.  

    Substituting (19) and (24) into (22) and collecting 

the terms  proportional to 
*AA yields 
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The boundary conditions have the form 
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Similarly, substituting (19) and (24) into (22) and 

collecting the terms proportional to 

)](exp[ ctxik − we obtain the following equation 

for the function )()1(

2 yϕ  
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with the boundary conditions 

 

.0)()1(
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    Comparing (27) and (12) one can see that the 

right-hand side of (27) is exactly the same as the 

right-hand side of (12) if )()1(

2 yϕ is replaced by 

)(1 yϕ . Thus, (27) is resonantly forced and 

solvability condition should be applied at this 

stage to guarantee the existence of the solution. 

Using the Fredholm’s alternative [23] we 

conclude that equation (27) has a solution if and 

only if the right-hand side of (27) is orthogonal 

to all eigenfunctions of the corresponding 

homogeneous adjoint problem. 

     The adjoint operator aL and adjoint 

eigenfunction a

1ϕ are defined by the relation 
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The left-hand side of (29) is equal to zero since 

1ϕ is the solution to (12). Thus, the adjoint 

equation is defined by the formula 
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Integrating the left-hand side of (29) by parts 

and using the boundary conditions (14) we 

obtain the adjoint operator in the form 
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The boundary conditions are 

 

.0)(1 =±∞aϕ                                                  (31) 

 

The adjoint eigenfunction 
a

1ϕ is the solution of the 

problem (30), (31).  

    Applying the solvability condition to (27) we 

obtain  
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Equation (32) defines the group velocity  
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Finally, substituting (19) and (24) into (22) and 

collecting the terms proportional to 

)](2exp[ ctxik − we obtain 
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                                                                       (36) 

with the boundary conditions 
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    Solving three boundary value problems (25)-(28), 

(36), (37) numerically we obtain the functions 

)(),( )1(

2

)0(

2 yy ϕϕ and )()2(

2 yϕ . The function 2ψ (the 

second order correction) is then given by (24).  

    Let us consider the solution at the third order in 

ε . Equation (23) also has a solution if and only if 

the right-hand side of (23) is orthogonal to all 

eigenfunctions 
a

1ϕ of the corresponding 

homogeneous adjoint problem (30), (31). 

Substituting (19) and (24) into the right-hand side of 

(23) and applying the solvability condition we 

obtain the amplitude evolution equation for slowly 

varying amplitude function ),( τξA of the form 
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Equation (38) is the complex Ginzburg-Landau 

equation with complex coefficients δσ , and 

µ where 
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The coefficients 11 ,δσ and 1µ are given by 
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The coefficient η  in (39) is given by (34).     

    Formulas (39) represent the coefficients of 

equation (38)  in terms of the characteristics of the 

linear stability of the flow. More precisely, in order 

to obtain δσ , and µ we need to perform the 

following calculations: (i) solve the linear stability 

problem (12), (14) and determine the critical values 

of the parameters cSk ,,  and the corresponding 

eigenfunction )(1 yϕ ;  (ii) solve the homogeneous 

adjoint problem (30), (31) and determine the adjoint 

eigenfunction 
a

1ϕ ; (iii) solve three boundary 

value problems (25)-(28), (36), (37) and determine 

the functions )(),( )1(

2

)0(

2 yy ϕϕ and )()2(

2 yϕ ; (iiii) 

evaluate the integrals in (39).      

 

3.1 Numerical method 
In this subsection we propose numerical method for 

the calculation of the coefficients of the Ginzburg-

Landau equation.  

    The solutions of linear stability problem (12)-

(14), adjoint problem (30), (31), boundary value 

problems (25)-(28), (36), (37) are sought in the form  

 

∑
−

=

−=
1

0

2 ),()1()(
N

j

jj rTrarϕ                                (40) 
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where )(rϕ represents any of the functions 

)(),(),(),(),( )2(

2

)1(

2

)0(

211 rrrrr a ϕϕϕϕϕ (recall that 

yr arctan
2

π
= ). Using the chain rule we compute 

the derivatives of the first, second and third order of 

ϕ with respect to y : 
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(41) 

 

The derivatives of ϕ with respect to r are evaluated 

using (40): 
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In order to evaluate the function )(rϕ and its 

derivatives up to the third order we need to compute 

the values of the Chebyshev polynomial )(rT j and 

its derivatives at the collocation points (17): 
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    The values of )(1 rϕ , its derivatives up to order 

two inclusive and the coefficients of equation (12) at 

the collocation points (17)  can be evaluated using 

formulas (41)-(43) so that the elements of the 

matrices B and D (see (18)) can be computed and 

the generalized eigenvalue problem (18) can be 

solved numerically.  

    Similar approach can be used in order to solve 

boundary value problems (25), (26) and (36), (37). 

System of linear algebraic equations of the form 

 

GFa =                                                          (44) 

 

is obtained in each case after discretization where 
T

Naaaa )...( 110 −= . The matrix F is not singular 

for problems (25), (26) and (36), (37). Therefore, 

any linear equation solver can be used in order to 

find a . Thus, the functions )()0(

2 yϕ and 

)()2(

2 yϕ can be evaluated by means of the 

expansions of the form (40).  

      The same form of the expansion (40) is used to 

solve boundary value problem (27), (28). Equation 

of the form (44) is also obtained after discretization 

in this case, but the matrix F is singular since the 

corresponding homogeneous part of (27) has a 

nontrivial solution at cc kkSS == , and ccc = . 

Equation (44) is solved in this case by means of the 

singular value decomposition method [24]. It is 

known that if F is a complex NN × matrix, then 

there exist orthogonal NN × matrices U and 

V such that 

 

,Σ=FVU H
                                                  (45) 

 

where ),...,,( 21 Ndiag γγγ=Σ . 

Equation (45) is called the singular value 

decomposition of the matrix F and Nγγγ ,...,, 21 are 

the singular values of F . In our case only the last of 

the singular values will be equal to zero 
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( 0... 121 =>>>> − NN γγγγ ). Hence, the 

solution to (44) in this case can be written in the 

form 

 

,1 GUVa H−Σ=                                              (46) 

 

where the last column of V , the last row of 
HU , 

the last column and the last row of 
1−Σ are deleted. 

In component form the solution to (46) is 

 

,
1

1

∑
−

=

=
N

i i

i

H

i DVU
a

γ
                                            (47) 

 

where 
H

iU and iV are vectors (columns of the 

matrices 
HU and V , respectively). Hence, the 

values of the function )()1(

2 yϕ can be computed 

using formula (40) where the coefficients ja are the 

components of the vector a in (47).  

    The final step of the computational procedure 

involves the calculation of integrals in (39). 

Adaptive quadrature formula described in [30] can 

be used to compute the integrals in (39).  

 

3.2 Ginzburg-Landau model 
Spatio-temporal dynamics of complex flows is often 

analyzed by relatively simple evolution equations 

such as Landau or Ginzburg-Landau equations [25]-

[26]. The models are relatively simple so that 

physicists try to use them in order to describe 

complex phenomena. In many cases the form of the 

equation is assumed but the coefficients of the 

equation are calculated from experimental data (in 

other words, a phenomenological model is used). 

Examples can be found in [27]-[29] where it is 

shown that the Landau and Ginzburg-Landau 

equations can be successfully used in order to 

describe experimental observations of flows behind 

bluff bodies in a wide range of Reynolds numbers.  

    In the present paper we show that the Ginzburg-

Landau equation does not need to be assumed for 

slightly curved shallow mixing layers, it is actually 

derived from the shallow water equations under the 

rigid-lid assumption.  

 
     

 

4 Conclusion 
In the present paper stability analysis of slightly 

curved shallow mixing layers is performed. Linear 

stability characteristics of a hyperbolic tangent 

velocity profile are calculated. It is shown that a 

stably curved mixing layer is even more stabilized 

by the increasing curvature while for unstably 

curved mixing layers curvature has a destabilizing 

effect on the flow.  

    Method of multiple scales is used in the paper to 

derive an amplitude evolution equation for the most 

unstable mode in the framework of weakly 

nonlinear theory. It is shown that the evolution 

equation is the complex Ginzburg-Landau equation. 

Explicit formulas for the calculation of the 

coefficients of the Ginzburg-Landau equation are 

presented. Numerical algorithm for the calculation 

of the coefficients is proposed and analyzed in 

detail.  
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