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Abstract - The paper presents a design of parameters for air quality modelling and the classification of districts i
classes according to their pollution. Further, it presents a model design, data pre-processing, the designs of va
structures of Kohonen’s Self-organizing Feature Maps (unsupervised methods), the clustering by K-means algori
and the classification by Learning Vector Quantization neural networks (supervised methods). Therefore, the mc
generates well-separated clusters and has good generalization ability as well.
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1 Introduction Classification can be realized by unsupervised

The air pollution involves the spectrum of actiitie methods (if classasi,th?are not known) or supervised
causing the emission of substances or energy into th8'ethods (if classeso;L1Q are known). The paper
atmosphere. In other words, air pollution represents resents the parameters design for air qua!lty modelling.
result of materials emissions in solid, liquid or gaseousOnly those parameters were selected which show low
state from different sources into the air, which negativelycorrelation depentdences. Therefore, data métriis
influence the quality and composition of air [1]. The designed wherep; vectors characterize the districts
influence can either be direct or a result of chemicalo [JO. Further, the paper presents the basic concepts of
changes. Air protection stands for the set of technicathe Kohonen's self-organizing feature maps (KSOFM)
and administrative measures [1], which aim at the direc@nd Learning Vector Quantization (LVQ) neural
or indirect reduction of the rapid air pollution growth. networks.
The technical measures involve technological, material, The contribution of the paper lies in the model design
optimization or restriction measures. The legislative,for air quality evaluation. The model realizes the
administrative, economic, control and other measures ar@dvantages of both the unsupervised methods
samples of the administrative ones. The importance ofcombination of the KSOFM and K means algorithm)
air protection goes up as the air pollution increases. ~ and supervised methods (LVQ neural networks). The
The air quality modelling (classification of the districts final part of the paper includes the analysis of the results
000 into the classes;;'1Q according to air pollution) gnd a presen:[ation of the classification of distri¢iS®
can be realized by various methods. For example, fuzzynto classesy; 1.
inference systems [2], unsupervised (supervised)
methods [3,4] and neuro-fuzzy systems [2] are suitable2 Parameters Design for Air Quality
for air quality modelling. Neural networks [3,4] seem to Modelling

be appropriate due to their ability to learn, generalizep 5 me| substances in the air represent the parasnete
and model non-linear relations. Their output is i quality modelling. They are defined as the substances
rgprgsen}ed for extarr:ple byt an assignment of the i-thymitted into the external air or generated secondarily in
district QLO, O={0,,07, ... .Q, ... .} intime ttothe  he ajr which harmfully influent the environment
j-th classw;;UQ, Q={o1),0), ... wij, ... nj}. The directly, after a physical or chemical transformation or
ar quality modelling is considered a problem of eyentyally in the interaction with other substances.
classification, which can be realized by various mOdelsExcept the harmful substances, other components

of neural networks. influence the overall air pollution. For example, ozone,
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solar radiation, the speed or the direction of wiaot
humidity and air pressure represent these compsnentweight concentrations measures of substances iaithe
Both the parameters concerning the harmful substanc (Table 2). The evaluation takes the possible imftgeof

in the air and the meteorological parameters imibeeair

quality develo

parameters can cause an increase of air pollutich a

pment. The interaction of both typs

influence the human health this way. The desigthef

parameters, b

recommendations of notable experts, can be realized

ased on previous correlation anafyrsils

presented in Table 1.

Table 1 Parameters design for air quality modelling

Petr Hajek, Vladimir Olej

The air quality evaluation is based on the resofts

human health into account [1]. New limits specifiad
Government Order of the Czech Republic No: 350/2002
Coll. (No: 429/2005 Coll.) which sets the limits of
pollutants, the conditions and the procedure of air
quality’s monitoring, evaluation and managemeneskh
limits are set for health protection, vegetatiomd a
ecosystems protection separately. The dispersion
conditions depend on the horizontal and verticdloav
especially [1] (Table 3).

Parameters
Harmful X;= SO, SO, is sulphur dioxide. Table 2 Air quality evaluation
substances Xp= O;, Oz is ozone. Alr qua“ty SO, NO, CcO Q PMy
x3:-dNO, NG, (NO,) are nitrogen 1h [ug.n  8h [ug.n¥| 1h [ug.n]
Ooxides. _ _ Verygood| 0-25 [ 0-25 0-1.f0] 0-33 [ 0-15
x,= CO, CO is carbon monoxide. 1000-
_ _ Good 25-50 | 25-5( 33-65| 15-30
Xs= PMyo, PMy is particulate matter 2000
| (ust). | Favourable 50-120 | 50-100 500> |65-129 30-50
Meteorological | x;= SW, SW is the speed of wind.
x,= DW, DW igthe direction of wind. Satisfactory 120-2501.00-20¢ f(())g(())o 120-180 50-70
Xg= T3, T3 is the temperature 3 meters i 10000- i
above the Earth’s surface. Bad 250-50200-400 30000 180240 70-150
x,= RH, RH is the relative air humidity. Verybad | 500- | 4004 30000y 24Q- 150-
X,= AP, AP is air pressure. . . "
10 S Al pressure Table 3 Dispersion conditions
X;7= SR, SR is solar radiation. Dispersion
" Characteristics
conditions
Based on the presented facts, the following dataixna There is no trap layer in the height up o
P can be designed Good (1000-1500) meters above the ground
that could limit the dispersion of harmful
¢ substances.
Xlt th th O j A trap layer limits the dispersion of
t t ] t : harmful substances depending on the
o] X X X1 m ' o i
1 11 1k Lm :0)1'J ungl?ohuﬂr);ble strength of wind. Yet, it does not match
- - . both the unfavourable and good
P=o! | xq Xi 1! Xi mti it dispersion conditions.
' ' o b The state of impossible dispersion of
" : ' o admixtures in the atmosphere when the
on' | Xp 1 Xnk! Xnmbion it limits of pollutants exceed significantly
C Unfavourable |in a long time. This state corresponds to
. . . ) the thick trap layer in the height up to
where: - dDO O0={0,,0;, ... ,Q, ... ,a\ } are objects 1000 meters above the ground in
(districts) in time t, combination with weak or no airflow.

- X is the k-th parameter in time t,

- X is the value of the parametef for the i-th
object ¢0O,

- w;;' is the j-th class assigned to the i-th object
OitDO,

- pit =(Xi11t,Xi’2t,

Kk X.m) is the i-th

3 Model Design for the Classification of

Air Qual

Modelling air quality represents a classificationkgem.

ity Development

It is generally possible to define it this way:

pattern,

- X'=(X\ X2, ..

vector.

ISSN: 1790-5079

X& ... %) is the parameters

46

Let Fx) be a function defined on a set A, which
assigns picture& (the value of the function from a set B)
to each elementxOA, Xx=FX)OB, F:A - B. A
problem defined this ways possible to model using
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unsupervised methods (if classes;'(1Q are not
known). The districts in the city of Pardubice, €ze
Republic, (Fig. 1) have no clasg'JQ assigned.
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Fig. 1 The map of the districts (black points)

However, the descriptions of classes;']Q are
known (Table 2, Table 3). Therefore, it is suitabbe
realize the modelling of air quality by unsuperdise
methods. Data pre-processing is carried out by meén
data standardization. Thereby, the dependency @r un
is eliminated. Based on the analysis presented]ithp
combination of KSOFM and K-means algorithm is a
suitable unsupervised method for air quality madgll
The LVQ neural networks use its results as thetspu
order to get a good generalization ability of thedei.
Model for classification objects /@O into classes
wij JQ is presented in Fig. 2.

J

Data
pre-processing

J

KSOFM
design

\

K-means
algorithm

J

Labelling of
clusters

Classification by LVQ
neural networks

(,l)i’j
Fig. 2 Model for classification of object$[@O into
classesy;' 1Q

t
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The KSOFM [4] are based on competitive learning
strategy. The input layer serves the distributiérthe
input patternspit, i=1,2, ,n. The neurons in the
competitive layer serve as representatives (Codeboo
Vectors), and they are organized into topological
structure (most often as a two-dimensional grid, B,
which designates the neighbouring network neurons.

Competetive
layer

Synapse
weights

Inputs

Fig. 3 Example of Kohonen's self-organizing feature
map

First, the distances dre computed between pattgrh
and synapse weights; of all neurons in the competitive
layer according to the relation

t
d;

=3 (it -wij) 2, 1)

it

where j goes over s neurons of competitive layet,d,

) ,s,pit is the i-th pattern, i=1,2, ... ,av;; are synapse
weights. The winning neuron j* (Best Matching Unit,
BMU) is chosen, for which the distance fdom the
given patternp;' is minimum. Best Matching Unit and
neighbourhood are given in Fig. 4

Hexangular

Best Matching Unit

Fig. 4 Activity of the neurons and neighbourhood

The output of this neuron is active, while the aisp
of other neurons are inactive. The aim of the KSOFM
learning is to approximate the probability densifythe
real input vectorsp/OR" by the finite number of
representativesvi,jDR”, where j=1,2, ... ,s. When the
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representativew;; are identified, the representativg; neural networks. They differ in the process of ceiag

of the BMU is assigned to each vectdr In the learning  for the optimum boundaries between clasegd1Q.
process of the KSOFM, it is necessary to define theThe LVQ neural networks (Fig. 6) are the supervised
concept of neighbourhood function, which determinesversions of the KSOFM.

the range of co-operation among the neurons, oe. h

many representatives;; in the neighbourhood of the Output
BMU will be adapted, and to what degree. Activitly o layer
the neurons and neighbourhood are shown in Fig. 5.

Synapse
weights

Fig. 6 Learning Vector Quantization neural network

Let there is a LVQ1 neural network and a known
number of classes;;' Q. Classesy;'[1Q are assigned
N to all patterng;' in the process of the LVQ initialization.

Then, the goal of the learning process is findihg t
Best Matching Unit winning neuron j*. The difference to the KSOFM

_ _ . consists in the fact that the process of learnimgties if
Fig. 5 Example_ of Best Matching Unit and p andw;; belong to the same C|aQ§tDQ_
neighbourhood Further, let the input vectqr' belong to the class;,'

_ _ o and its representatiwe;;- is a centre of the class,". In
Gaussian neighbourhood function is in common usethe process of learning only the synapse weighist)

which is defined as are adapted as follows
(9800 wip (E41) =W () + t) x (PIE) - wir(t), (@)
hit j)=e MO ®)

if pti‘(t’) atndwi,j*(t’) belong to the same class,
Ojq = Ojp,
where h(j*j) is neighbourhood function,2i%.j) is o
Euclidean distance of neurons j* and j in the gkid) is  w;j(t'+1) = w;;-(t) - n(t) x (pi'(t) - wip(t)), (5)
the size of the neighbourhood in time t'. After BlIUs
are found, the adaptation of synapse weighfdollows. if pi'(t) andw;-(t") belong to different classes,
The principle of the sequential learning algoritffhis o # ;)
the fact, that the representatiwgs of the BMU and its
topological neighbours move towards the actual inpu w;;(t'+1) = w;;(t') for j # j*, j=1,2, ... ,M. (6)
vectorp;' according to the relation
The OLVQ1 neural network represents an optimized
w, [ (E+1) =w, () +n(t)*h(j*, ) x (P () - w; (1)) ,(3) version of the LVQ1 neural network where an indad
learning ratey;-(t) is assigned to eaaef j-

wheren(t) 0(0,1) is the learning rate. The batch-learning \,,  «'+1y = w. . (¢ Lt Y Wt
algorithm of the KSOFM [4] is a variant of the Wi (E1) = Wi (6 mp(6) > (i) = wap (), ()
sequential algorithm. The difference consists i fict
that the whole training set passes through the K$OF
only once, and only then the synapse weightsare
adapted. The adaptation is realized by replacirg th,, L) S Wi () - () x () - Wi () 8)
representativev;; with the weighted average of the input " . : ' e
vectorsp;'.

In [4] there are presented several versions ohlegr
which refers to the structures of LVQ1, LVQ2, LVQ3
and OLVQ1 (Optimized Learning Vector Quantization)

if p/(t') andw;;-(t") belong to the same class,
COi,qt = (Oi,pta

if pi'(t) andw;-(t") belong to different classes,
iq (Di,pt.
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wi;(t'+1) = w;;(t') for j #j*, j=1,2, ... ,M. (9) The goal of the air quality modelling is the
classification of the districts'8O in time t into classes
Within the process of the LVQ2 neural network’s o;']Q according to air quality.
learning two codebook vectovg; (a centre of the class

oi/) andw;, (a centre of the class;s), which are the Output Layer, LVQ t t t
M1, 2] N O 10

nearest neighbours pij are updated simultaneously Neural Network

wi(t+1) = wiy(t) +n(t) x (PE) - wiy(t)), (10)

. S
if pi'(t") andw;(t') belong to the same class, Wyer}gﬁfse
moreoverp;(t') andw;;(t') belong to different classes,
(Di,st = (Di,pt % (Di,rtv
Wik(t'+1) = wi®) - () x ) - wilt)), (1) (SOFM
if pi'(t") andw;(t’) belong to the same class,
moreoverp;'(t') andw;(t') belong to different classes,
o £ op = o Synapse
Weights
The learning algorithm of the LVQ3 neural network —

ensures thatv,, (a centre of the class;,) continues b
approximating the class distributions

Input Layer
Wi (t+1) = wii() + n(t) * EIE) - wy(®)),  (12) g y y

1 2 m

if pi(t) andw (t) belong to the same class, Fig. 7 Structure KSOFM gnd. LVQ neural network for
moreover p;(t') andw;;(t') belong to different classes, classification

COi,'stzmi,pt % COi,rty .
Using the KSOFM as such can detect the data

Wik(t+1) = wi(®) - n(t) x @) - Wik(t)) (13) structure is presented in Fig. 8a. The U-matrixvwsho
’ ’ ’ ' square Euclidean distances d between represerstative
if pi(t) andw,(t') belong to the same class, wij. The K-means algorithm can be applied to the

COi,'st % COi,pt =i,
Wi(t+1) =wi(t) -8 x n(t) = () - wyt)), (14)

if pi'(t),wi(t) and w;(t') belong to the same class,
10 (j,K), wip = ois = m;, andd is parameter [4].

4 Analysis of the Results

The input parameters of the designed KSOFM are ¥
based on a number of experiments and are spedaified
Table 4.

moreover pi(t) andw;(t) belong to different classes, adapted KSOFM in order to find clusters as preskinte
t
Table 4Input parameters of the KSOFM

Parameter| Init. h(*,j) | Initia| Final | n(t")| Epochs

Fig. 8b.
1.93 5
|4 I i3
0,357 51
ME) | ME) q=5
Value Linear| Bubble| 10 1 0.01 10000 8a 8b

Fig. 8a U-matrix of square Euclidean distances

The structure KSOFM (unsupervised method, if Fig. 8b Clustering of the KSOFM by K-means algarith

classesy;'0Q are not known) and LVQ neural network

(supervised method, if classes'JQ are known) are ~ The quality of the KSOFM results can be measured
shown in Fig. 7. with quantization and topographic errors. The

guantization error (QE) is computed as an Euclidean
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distance of the input vectpr and the representative j- As an example, the paramete«é,xzt, ,Xllt for the
of its BMU. The topographic error (TE) is a quotieh  crossroadPalacha-Pichlova are presented in appendix.
all the input vectors for which the first and sedon
BMUs are neighbours in the map. The TE measures the
rate of the KSOFM topology preservation. We achieve
the values of QE=1.6795 and TE=0.034722.

The K-means algorithm belongs to the non-
hierarchical algorithms of cluster analysis, where
patternsp.,ps, ... pis ... Pn (N=720) are assigned to
clusters ¢IC, C={c),c;, ... .G, ... ,¢'}- The number of
clusters g=5 is determined by indexes evaluatirgy th
quality of clustering. The following clustering ditya
indexes are defined, separation index (S), Xie-Beni
index (XB) and Dunn index (DI) [5]. On the contratg
the S index and the XB index, the DI index usesual h
partition clustering results. The DI index can lefined
as follows

5

PP FP PP NR

. : . dmin (Vi Vi) :
DI = min | , 15
() =iy fain, Mao{dnas(vi, il (15) q=5

<

Fig. 10 Clustering of the KSOFM by K-means
algorithm (districts)

where k,l,i are cluster indexeg,v, are centres of the i- Legend: Bus stops: (Cihelna (CI), Dubina (DU), Polabiny

th and k-th clusters;,¢JC, dnn is the minimum and  (pQ), Rosice (RO), Rybitvi (RY), Srnojedy (SR))pssroads:
Urax is the maximum Euclidean distance. Many (Palacha-Pichlova (PP), Nasti Republiky (NR)), Lazh
experiments were carried out. The mean valueseoDlh  Bohdané (LB), chemical factory of Paramo (PA).

for the designed clustering method are presentddgn

Fig. 9 Dunn index values for q=2,3, ... ,8

Clustering [6] process is realized in two levetsithe
first level, n objects are reduced to represergatis,w,,

W, by the KSOFM; the p representatives are
clustered into q clusters. Clusters C£{', ... .G, ...
,C4} can be interpreted on the basis of parametensegal
Pi=(Xi1\ X2 ... X, ... X%m) for the representatives of
the KSOFM (Fig. 10 to Fig. 12). The interpretatioh
parameters results from the air quality and dispers

conditions are defined in [1].

=

Fig. 11 Clustering of the KSOFM by K-means
algorithm (years)

Legend: Years 2001 (1), 2002 (2), 2003 (3), 2004 (4), 2005
(5), 2006 (6).
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Legend: Months: January (Jan), February (Feb), March (Mar)
April (Apr), May (May), June (Jun), July (Jul), Aust (Aug),
September (Sep), October (Oct), November (Nov),ebdaer

(Dec).

Characteristics of clusters C{c;, ...

Maw Moy Jan Mov

g=5
Fig. 12 Clustering of the KSOFM by K-means

algorithm (months)
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the parameters are presented in Table 5. Further, t

values is shown in Fig. 13.

air quality

Cluster

Parameters of harmful
substances in the air and
dispersion conditions

266 i 243
4
interpretation of clusters results from the pararet b
’ 191 ’ 131
Table 5Labelling of clusters with classes according to h ‘
114 1.97
d d
DW T

(,l)i’jt
i=1,2, ... 5

1m

Satisfactory quality, slightl
unfavourable dispersic
conditions, environmer
dangerous for sensitive peoj

t
Wi 4

2m

Excellent quality, slighth
unfavourable dispersic
conditions, very health
environmen

3m

Bad quality, unfavourabl
dispersion conditions
environment dangerous for t
whole populatior

Good quality, good dispersic

conditions, healthy environment,.

Favourable quality, slightl
unfavourable dispersic
conditions, acceptab
environmen
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Fig. 13 Values of parameterg,x,, ... ,x for the

KSOFM representatives
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The interpretation leads to the labelling of cluste B(0,1) is the width of the window amdl](0,1) is the
with the classes;'JQ. The classes are set based on thestabilizing constant factor. Again, we designedi®af
air quality (Table 2, Table 3). All clusters ardddled the LVQ1, LVQ2, LVQ3 and OLVQ1 structures with
with classesy;'JQ, j=5, where the class,' represents  various input parameters. Finally, we obtained hiet
the least polluted air and the class represents the results with the input parameters presented inélabl
most polluted air. The frequencies f of the claqdtes
classification of the districts'@O in time t into the
classesy;;'0Q according to their air quality) by KSOFM
are presented in Fig. 14.

The locality and month (season) have major impact o
the development of air quality in the city of Parthe. A
general name can be assigned to each of the duster
They can be called green zones or crossroads as a ]
example. The year has an insignificant influencethen 407
partition of clusters (there are no fluctuationsy@ars).
The influence of the month is significant with some  °
clusters, however it is small with the others.

144
130

80 - 65

20 -

t t t t

t
i 4 Wij,5

Clags

Fig. 15 Frequencies f of municipalities in classe&,thQ
in training (grey) and testing set (black)

250 -
216

195
200 -
fT Table 6 Input parameters of the LVQ neural networks
= 27 Structure| o | NN | n(t) B 5 Epochs
wl B o LvQl | 200 5| 005] - - 10000
LVQ2 200| 5 0.05| 0.3 - 10000
50 LVQ3 200| 5 0.05| 0.3 0.1 10000
OLVQ1l | 200| 5 - - 10000
0

Table 7 Classification accuraefo] on testing data by

Cl
Fig. 14 Classification of the districtg[@O into classes the LVQ neural networks

wi; JQ by KSOFM OLVQ1 [ LvQ1 [ LvQ2 | LVQ3

el %] 8833 | 89.17 | 89.13| 9175

We designed a number of the KSOFM structures with____£d%] 86.08 | 8827 | 8797| 8943
SD[%] 1.0 0.65 105 | 145

various input parameters in the process of modgllin
The specific characteristic of the KSOFM lies ie fact

that it makes possible to realize the represematio | ;
which preserves the topology and characteristicthef 1€ LVQ neural networks concerning the testing see,
training set. For this purpose, the neurons arereddin ~ 12Ple 7. The LVQ3 neural network has the maximum

a regular, mostly two-dimensional or one-dimensiona classification - accuracyems=91.25[%], the average
structure. This structure represents the outputespa Classification accuracy.=89.43[%] and the standard
where the distance of neurons is computed as thgeviation SD=1.45[%]. We did not obtain better fesu
Euclidean distance of their vectors' coordinatehe T EVEN after the application of the LVQ2 and LVQ3
projection preserving the topology of the adaptedtraining algorithms on the results of the LVQ1 raur
KSOFM has the following important feature. Any pair NetWork. The frequencies f of the classes in tgsset
of patternsp{, which are nearby in the input space, (the classtlflcatlon of the districts[dO in time t into the
evokes the responses of the KSOFM neurons, whizh arclasseso;; [JQ according to their air quality) by LVQ3
also nearby in the output space. are shown in Fig. 16. _ _
Learning Vector Quantization neural networks use 1he LVQ neural networks adjust the synapse weights
these results as their inputs. The dataset is etividto ~ W I order to minimize the number of misclassifioas
the training and testing set [7] as presenteddn . coming from the classesw;1Q overlap. The
The input parameters of the LVQ neural networks’ classification problem works with the set of input
structure are presented in Table 6, wheis the number ~ Patternsp;' assigned to one of the classesQ. The
of codebook vectors, NN is the number of neighboursclassifier chooses one of the claseg§1Q for the given
used in the K-Nearest Neighbour (KNN) classificatio ~Ppatternp;’. The classification of the pattepis based on

The LVQ3 neural network has the best results of all
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the label of its nearest synapse weighit which shows that the districts in the city of Pardubie@ de
represents an assignment to a clag&lQ. Contrary to  classified into five classes. Each of the classes i
the problem of vector quantization, it is not imjaot  evaluated with the air quality and dispersion cbods.
which of the neurons is the winner. What mattethés  The air quality can be classified as excellent, djoo
fact that the winner should belong to one of theraes  favourable, satisfactory, bad and very bad. The
representing the correct class;'0Q. Questionable dispersion conditions can be classified as favdarab

situations can rise exactly in the areas wherecthgses  slightly unfavourable and unfavourable.
neighbour. The outputs of the KSOFM are used as the inputs of

the LVQ neural networks. The LVQ neural networks
structures were designed and studied for the

gz: o classification of municipalities into classes']1Q due

szo " to its high maximum classification accuragy,{%] and
. average classification accuracy[%] with a low
50 | standard deviation SD[%]. The results obtained fthen
a0 ] % measurement with the mobile monitoring system
0] 2 " HORIBA will be verified and made available to the
20| public administration authorities in the future.
10| The gained results represent the recommendatians fo
0 t t t t t the state administration of the city of Pardubicethie

i 12 i i L5 > field of air quality development. They can alsovseas a

Cla . L - . .

Fig. 16 Classification of the district$[0O into classes basis for the municipal crisis management in crises
(Di‘thQ by LVQ3 situations. The model design was carried out inl&bat
and LVQ_PAK in MS Windows XP operation system.

The results of the designed model show the poigibil ~ Future work will be focused on the modelling of
of evaluating air quality of the given districtsrimonths ~ Parameters for air quality classification of distsi into
and years to come. The visualization of the ailitjiy ~ Cclasses according to their pollution. The modellorg
the KSOFM makes it possible to monitor the strienfr ~ the basis of the KSOFMs and intuitionistic fuzzytsse
air quality in space and the relations between thd15:16,17] seems to be suitable. At this time, ¢hare
designed parameters. Further, the model presents aifveral generalizations of fuzzy set theory foriow
easier conception of the air quality for the public Objectives. Intuitionistic fuzzy sets theory regmets one
administration managers. The generalization of theof the generalizations, the notion introduced by K.
gained knowledge (LVQ neural networks) makes ibals Atanassov [15]. Therefore, the design of air gualit

training process. fuzzy relations and their compositions will be desid

on the basis of KSOFMs.
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